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The human brain has existed for approximately 60,000 years, but the alphabetic
code has been around for only 5,000 years. The ability to read is not part of our
evolutionary heritage, because no brain system has been developed specifically
for the reading process. Reading is a highly composite cognitive task, which re-
lies on brain systems that were originally devoted to other functions. In most
cases, the reading process is successful, but in some cases it does fail. Reading is
an action of decoding and comprehension of the printed materials. Word de-
coding implies the activation of different brain entities such as the visual and
auditory modalities and the orthographic, phonological, and semantic systems.
These entities activate separately and simultaneously during reading (PDP
Model; Breznitz, 2000; Seidenberg & McClelland, 1989). Moreover, because it
is a cognitive process, reading requires activation of the information-processing
system at different stages, including perception, memory, processing, and out-
put. Each entity has a different function in the reading process, and each has a
different biological structure. Each activates in different brain areas, and each
processes information in a different manner and at a different speed. This com-
plexity poses a major challenge for the human brain, which proves too much for
some readers. Failures in reading are usually expressed through inaccurate and
slow/nonfluent word reading. These failures are commonly termed developmen-
tal dyslexia.

In most known languages, developmental dyslexia has a high incidence, at
around 5% to 10% of the population. In literate societies, reading deficits that
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persist into adulthood can lead to considerable disabilities. The study of dys-
lexia has historically focused on word reading accuracy and has shown that
dyslexic readers experience profound difficulties in grapheme-to-phoneme de-
coding. A long line of research into phonological deficits indicates that the pri-
mary source of the difficulties experienced by dyslexics lies in word reading ac-
curacy (see Badian, 1997; I. Y. Liberman & Shankweiler, 1991, for a review).
Some studies have found a fundamental orthographic deficit that had been ac-
cumulating among disabled readers (Barker, Torgesen, & Wagner, 1992;
Cunningham & Stanovich, 1990; Stanovich & West, 1989; Zecker, 1991).
Other studies have also found that dyslexic readers exhibit higher level linguis-
tic difficulties in such areas as semantics (Nation & Snowling, 1998; Roth &
Spekman, 1989), syntax (Bentin, Deutsch, & Liberman, 1990; Morice &
Slaghuis, 1985; Roth & Spekman, 1989; Scarborough, 1991; Webster, 1994),
morphology (Ben-Dror, Bentin, & Frost, 1995; Vogel, 1983; Wiig, Semel, &
Crouse, 1973), and metalinguistics (Tunmer, 1989; Tunmer, Pratt, & Herri-
man, 1984). Consistent evidence has also pointed to dysfluent-slow word read-
ing rate as a characteristic of dyslexia (Breznitz, 2003b; Carver, 1990; Wolf,
1999, for a review). In 1997, the Committee of the Health Council in the Neth-
erlands (Gersons-Wolfensberger & Ruijssenaars, 1997) put forward an addi-
tional factor to explain the dyslexia phenomenon, suggesting that dyslexic
readers may suffer from a lack of automaticity in word reading as expressed by
inaccurate and slow word reading performance (Nicolson & Fawcett, 1990;
Yap & Van der Leij, 1993b). However, it has been argued that the lack of
automaticity might be confusing, because it might constitute a causal explana-
tion for inaccurate word reading, rather than a description of reading failures
(see Snowling, 2000, for more details). For this reason, the British Psychological
Society (BPS) replaced the term automatization with fluency and accuracy in
1999 (Snowling, 2000). The following working definition was suggested for de-
velopmental dyslexia: “Dyslexia is evident when accurate and fluent word read-
ing and/or spelling develops very incompletely or with great difficulty” (BPS,
1999, p. 18).

In recent years, a growing body of evidence has indicated that dyslexics ex-
hibit dysfluency in word reading, which affects reading comprehension (see
Meyer & Felton, 1999, for a review). Comparisons of young dyslexics to age-
matched regular readers have pointed to the fact that dyslexic readers not only
make a higher number of decoding errors, but also exhibit longer performance
times when decoding words (Bjaalid, Hoien, & Lundberg, 1993; Manis,
Szezulski, Holt, & Graves, 1988; Young & Bowers, 1995; Zecker, 1991),
pseudowords (Ben-Dror, Polatsek, & Scarpeti, 1991; Bruck, 1990; Gallagher,
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Laxon, Amstrong, & Frith, 1996; Rack, Snowling, & Olson, 1992), and con-
nected text (Meyer & Felton, 1999). These findings have led researchers to
mention that rapid word decoding skills are an additional factor discriminating
between regular and irregular reading performance (Chabot, Zehr, Prinzo, &
Petros, 1984) and that poor readers are characterized not only by difficulties in
accuracy, but also by dysfluent word reading (Kame’enui, Simmons, Good, &
Harn, 2001; Torgesen, 2000; Wolf, Bowers, & Biddle, 2000).

Recent changes in our understanding of dyslexia have led to a growing em-
phasis on the fact that accuracy and fluency are two different processes. The
high demand for rapid and accurate decoding in our technology- and knowl-
edge-based societies gives an extra impetus to the necessity of focusing on the
factors that influence fluency in reading. However, the relations between accu-
racy and fluency in normal and impaired word reading are not yet fully under-
stood. For instance, it is important to distinguish between causal explanations
and symptom descriptions of the reading failures. At the level of description, in-
accuracy in word reading is mainly expressed through decoding errors (e.g.,
Torgesen, 2000). Regarding fluency, there is an agreement in the field that
fluency in reading is expressed by performance time. The terms reading time,
speed, rate, duration, and latency of reading performance are being used in paral-
lel in an attempt to portray the time-related aspects of fluency in reading. This
book argues that at the level of description fluency in reading is mainly ex-
pressed through reading rate and dysfluent reading is mainly evidenced by a
slow word decoding rate (see also Breznitz, 2000). At the level of causal expla-
nation, inaccurate word decoding can be viewed as an outcome of poor word
recognition skills (e.g., Adams, 1990). A large amount of data pointed to the
impairment in phonological processing as the source of word reading accuracy
(e.g., Share, 1999). The lack of orthographic, semantic, syntactic, and morpho-
logical skills was also suggested as affecting word decoding accuracy (e.g., see
Adams, 1990, for a review). However, the causes of dysfluency are not yet clear.
Moreover, there is ambiguity in the literature concerning whether dysfluent
reading is an effect or a cause of word decoding inaccuracy (e.g., Torgesen,
2000). These questions are a central focus of this book.

Given the belief that the primary source of dyslexia is located mainly within
phonological processes, the traditional view has been that reading fluency is a
result of the effectiveness of phonological processing (for reviews, see Acker-
man, Dykman, & Oglesby, 1994; I. Y. Liberman & Shankweiler, 1991; Lyon &
Moats, 1997). However, in recent years, a number of converging lines of evi-
dence have brought about a shift in this perspective. First, reading intervention
studies demonstrate that whereas direct, intensive training in phonemic aware-
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ness improves decoding and word identification in poor readers (accuracy), it
yields only minimal gains in reading fluency (for a recent comprehensive re-
view, see Meyer & Felton, 1999; Torgesen, Rashotte, & Wagner, 1997; Wolf &
Katzir-Cohen, 2001; Young & Bowers, 1995). Second, evidence increasingly
points to the presence of a second core deficit in dyslexia, indexed by naming-
speed deficits (Wolf, 1997, 1999; Wolf & Bowers, 1999, 2000) and manifested
in fluency and comprehension problems. Recent research has consistently sin-
gled out discrete groups of reading impaired children who exhibit a naming
speed or phonological deficit, or both (Badian, 1996; Breznitz, 2001a, 2003b;
Compton, Chayna, DeFries, Gayan, & Olson, 2001; Levy, 2001; Lovett, 1987;
Lovett, Steinbach, & Frijters, 2000; Manis, Doi, & Bhada, 2000; Wolf &
Bowers, 2000). This conception is known as the double-deficit hypothesis
(Wolf & Bowers, 1999, 2000). A third line of emerging evidence is based on
cross-linguistic data. Purely phonological deficits are manifested to a lesser ex-
tent in languages characterized by regular orthographies (Wimmer, 1993, 1996;
Wimmer, Mayringer, & Landerl, 1998). In marked contrast to this, deficits in
slow reading and naming speed are consistently found across languages that uti-
lize regular orthographies. Languages examined in such studies include German
(Wimmer et al., 1998), Dutch (Van Daal & Van der Leij, 1999; Van den Bos,
1998; Yap & Van der Leij, 1993b, 1994), Finnish (Korhonen, 1995), Spanish
(Novoa, 1988; Novoa & Wolf, 1984), and Hebrew (Breznitz, 2001a). A fourth
factor originates mainly from studies carried out by Tallal (1993). These sup-
port the thesis that there is a basic (low-level) multisensory processing deficit in
the linguistic domain. This deficit may originate in impairment of perceptual
and motor areas and may cause slow processing rate in dyslexics (see reviews in
Farmer & R. Klein, 1995; Nicolson & Fawcett, 1994a; Stein, 2001; Waber,
2001; Wolf, Bowers, & Biddle, 2000; Wolff, 2000a).

Fifth, compensated dyslexic adults (see Bruck, 1998) who had been exposed
to printed materials for years and had received years of remedial programs were
found to read words accurately (Breznitz & Leiken, 2002a; Bruck, 1998; Bruns-
wick, McCrory, Price, C. D. Frith, & U. Frith, 1999; Gallagher et al., 1996; Lefly
& Pennington, 1991). However, these readers still continued to read text at a
slower rate, which caused them to have difficulties in comprehending the text
(see Breznitz & Berman, 2003, for a review). Why did these dyslexics, despite
overcoming some of their decoding accuracy difficulties, continue to read
slowly? Furthermore, there is evidence that performance accuracy of dyslexics
in phonological and orthographic tests was similar to that of regular readers.
Yet, task performance time for these dyslexics again continued to be signifi-
cantly longer than for regular readers (Ben-Dror et al., 1991; Breznitz, 2003b;
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Shaul, in press). Moreover, performance time in lexical decision tasks has been
found to be the best predictor of adult dyslexia (Shaul, in press; Shaul &
Breznitz, in press). If nonslow (fluent) reading is an outcome of the effectiveness
of decoding accuracy (e.g., Torgesen, 2000), then why is it that adult dyslexics
were able to overcome some of their decoding accuracy limitation, yet contin-
ued to be slow (dysfluent) readers?

The basic claim of this book is that fluency is separate from accuracy of word
reading. Moreover, fluency lies at the core of dyslexia and its manifestations.
Stated differently, the argument is that the various symptoms of dyslexic readers
can all be traced to a central causal factor, namely, slow information processing.
Because the focal interest of this volume is in the systematic exploration of the
causal factors underlying slow reading, the emphasis will, by necessity, be on low-
level processes such as perception and pre-meaning decoding of symbols. Thus,
the role of semantic involvement is necessarily minimal, and so is the reliance on
connected text. It follows that rather than focusing on fluency of reading con-
nected texts, the emphasis clearly shifts to speed of decoding single words.

The main argument of this book is that speed of processing of the modalities
and the systems that are activated in word reading are the initial underlying fac-
tors—determining the rate of word decoding. The speed of processing (SOP) of
each participating system is the outcome of its biological structure and of its
function in processing the information. The crucial systems that are activated
in word reading are the visual and the auditory brain modalities, as well as the
orthographic, the phonological, and to a lesser degree, the semantic brain sys-
tems. The visual-orthographic systems process the information in a holistic
manner and the auditory-phonological systems in a sequential one. These dif-
ferential processing styles imply that each entity processes the information at a
different speed and contributes differently to the word decoding rate. More-
over, constraints imposed by the stages of activation of the information-
processing mechanism require the timely arrival and subsequent integration of
the relevant information from these different brain sources. In other words, it is
not just the individual SOP within each entity, but also the need for synchroni-
zation of the information between the entities that are causal factors for suc-
cessful word decoding rate to occur.

THE STRUCTURE OF THE BOOK

The book distinguishes between the description of fluency, on the one hand,
and the causes of fluency, on the other. It is divided into three main parts.

PREFACE xv
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Description of Word Reading Fluency

For many years, research in fluency has mainly focused on accuracy. Recently, a
number of additional skills have been put forward as a basis for fluent reading,
including reading rate (speed and time), automaticity, prosody, and rapid au-
tomatized naming tasks (RAN). The latter skills are often used as a diagnostic
measure for the quality of reading. Chapter 1 looks at several recent reviews on
fluency in reading. Chapters 2 through 5 focus on descriptive aspects of fluency:
Chapter 2 discusses studies arguing that reading rate is the central factor in flu-
ent and dysfluent reading. Studies that treat reading rate as a dependent vari-
able are contrasted with those that view it as an independent variable. Chapters
3 and 4 focus on automaticity and prosody, respectively, as additional fluency
measures. Chapter 5, in turn, critically reviews studies that treat slow naming
speed as a core measure of dysfluency.

The Determinants of Word Reading Fluency

The second part of the book comments on the causes or the underlying factors
that determine reading fluency. Chapter 6 reviews the literature on speed of
processing. Chapters 7 and 8 discuss the manner and speed of activation of the
visual and auditory modalities as factors in word reading. Evidence from our
various research projects that were conducted over the years on the determi-
nants of fluent word reading are presented in the following chapters. Chapter
9 presents behavioral evidence (reaction time and accuracy) and chapter 10
presents data on electrophysiological measures using evoked potential method-
ology (ERP) on the speed at which the visual and auditory modalities and the
phonological and orthographic systems are activated among regular and dys-
lexic readers. Chapter 11 focuses on the speed of cross-modal integration where
behavioral and electrophysiological evidence are presented.

The “Synchronization Hypothesis”

Based on our approach, which presented speed of processing of information in
the modalities and the linguistic brain systems as a crucial factor in fluent read-
ing, the third part focuses on the “synchronization hypothesis” as an underlying
factor in fluent reading. This section puts forth the idea that it is not only the
speed of processing in each modality and system but also the synchronization
between the various components that are activated in reading and both con-
tribute to the fluency and accuracy of the reading process. Chapter 12 intro-
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duces the synchronization hypothesis as an explanation for fluent reading and,
conversely, relates the “asynchrony phenomenon” to dysfluent reading. Chap-
ter 13 presents evidence from our intervention studies that attempt to over-
come dysfluency by using the “reading rate acceleration” paradigm, which
manipulates speed of processing by training. Chapter 14 concludes the book by
presenting a theoretical model concerning the determinants of reading fluency.

—Zvia Breznitz

PREFACE xvii
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A child that encounters the printed materials at the initial stages of reading ac-
quisition deciphers the text in a slow and nonautomatic manner, while ignoring
punctuation marks and exhibiting a monotonous (nonprosodic) expression.
This is commonly described as dysfluent reading. As reading skills develop,
most children pass this stage and their reading becomes more fluent. However,
for some children, especially poor or dyslexic readers, reading fluency is harder
to achieve—even after years of print exposure and remedial teaching (Bruck,
1998; Lefly & Pennington, 1991; Shaul & Breznitz, in press; Young & Bowers,
1995). In recent years, the issue of fluency has evoked interest among research-
ers dealing with reading and dyslexia. This has resulted in the inclusion of the
term fluency in the current definitions of the dyslexia phenomenon as a separate
factor from accuracy (BPS, 1999).

Over the years, the terms fluency and dysfluency have gone through different
stages in the study of reading. Research during the 1980s mainly dealt with the
phonological decoding theory at the level of single-word recognition. When
phonological decoding was normal and performed automatically, reading was
regarded as being fluent. In the 1990s, following the in-depth observation of
cognitive processes by new technologies, additional explanations of reading dif-
ficulties were offered. Theories such as automaticity, the double deficit hypoth-
esis, the systems analysis approach, and speed of information processing were
suggested as explanations for fluency and dysfluency in reading. These theories
are based on the notion that the cerebral processes in reading are multi- rather
than unidimensional and are based on interactive processes of the various com-
ponents that are activated in reading.

1

Fluency in Reading:
Approaches and

Definitions

1
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THE USE OF FLUENCY IN THE LITERATURE: A REVIEW

The focus on fluency in reading is not new in reading research. Although not di-
rectly named “fluency,” some of the components that make up this term today
were mentioned as early as the end of the 19th and the beginning of the 20th
century. Terms and ideas suggested as important for effective reading include
practice and repetition (James, 1886, in National Institute of Child Health and
Human Development, 2000), automatic-like rates of recognition of the reading
components (Cattell, 1886), and reducing the processing time in reading in or-
der to free the mind from attention to details (Huey, 1905). A further landmark
in reading research was the appearance of “the model of automaticity” by
LaBerge and Samuels (1974), which argued that reading becomes increasingly
efficient as a result of the development of automaticity in decoding skills. This
allows limited attentional resources to be reallocated to higher level compre-
hension skills. Automaticity has become a central factor in the contemporary
study of fluency (see chaps. 3 and 6).

Doehring (1976) provided the first systematic direct studies, using kinder-
garten to end-of-high-school readers, on the developmental rate of the various
reading subskills, such as symbols (colors and objects), letters, letter combina-
tions, words, random word sequences, and sentences (see also chap. 2). It was
suggested that a skilled reader is one who masters the latter skills beyond the
level of simple accuracy. That is, a reader could be classified as fluent only when
his accurate processing became rapid enough. Reading rate of the various com-
ponents that are activated in the reading process has become a central charac-
teristic of the current conception of fluent reading. Fluency as a developmental
outcome of the reading skills was also presented in Chall’s (1983) model, which
suggested that fluency develops around the second and third grades, when de-
coding skills are consolidated and word recognition automaticity develops. A
similar developmental perspective was suggested by Ehri and Wilce (1983),
who claimed that word recognition is the basic skill on which other dimensions
of reading skills depend. Accordingly, word recognition can be divided into
three stages. In the first stage, accuracy is important and, via accuracy, words
can be identified independently. In the second stage, the new words acquired
by practice become automatically recognizable, without direct attention to
pronunciation. In the third stage, word recognition speed increases to the maxi-
mum development level at which the processing components become assimi-
lated into memory. In other words, two central components of fluency, auto-
maticity and speed, were suggested as underlying factors in the development of
word recognition.

2 CHAPTER 1
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Many studies have examined the validity of reading fluency measured with
curriculum-based measurement (CBM). CBM is a compilation of strategic tests
that measure oral reading fluency in order to make a decision regarding reading
skill. The findings provide wide support for oral reading fluency as a valid and
reliable measure for reading skill in general, and for comprehension in particu-
lar (Deno, Mirkin, & Chiang, 1982; L. S. Fuchs, D. Fuchs, & Maxwell, 1988).
Examining the characteristics of fluent and nonfluent readers in the fourth
grade, White (1995) defined 55% of fourth-grade readers as fluent. Their read-
ing is characterized by accuracy (96% accuracy among fluent readers as opposed
to 94% accuracy among nonfluent) and rapid speed (an average of 140 words
per minute as opposed to 80 words per minute). In addition, a significant corre-
lation was found between higher levels of fluency and higher levels of compre-
hension. L. S. Fuchs et al. (1988) hypothesized that fluency is more than “en-
coding speed” and they compared reading fluency to common comprehension
measures. Reading fluency measured using CBM showed a significantly high
correlation with SAT scores, and even more with other tests that examine com-
prehension. In addition, the correlation between this test and comprehension
was significantly higher than the correlation with reading single words. In a fac-
tor analysis on the components of reading and linguistic processing skills, J. L.
De Soto and C. B. De Soto (1983) found that fluency in encoding meaningful
and meaningless words was a separate factor in addition to comprehension. Ex-
amining the contribution of experienced readers’ oral reading fluency to inves-
tigate the connection between encoding, comprehension, and fluency, Collins
(1989) found that fluency is a more discriminating factor than other compo-
nents. However, the connection between fluency and comprehension is not
clear yet. Some studies (R. C. Anderson, Wilkinson, & Mason, 1991; Hoffman
& Isaacs, 1991) suggested that fluency stems from high comprehension levels.
In other studies (Breznitz & Leiken, 2000b; Reutzel & Hollingsworth, 1993),
fluency was found to affect the level of comprehension. Although the causal
link from accuracy to comprehension is thus well established, this book concen-
trates on a prior link in the chain of reading: that from fluency to accuracy
(chap. 2, and chaps. 6–12).

The verbal efficiency theory by Perfetti (1977, 1985) represents a landmark
in the study of reading. Perfetti’s model stresses the importance of accurate and
rapid word recognition, working memory processes, general symbol activation
and retrieval, lexical access and retrieval, and learning and practice as crucial
factors in enhancing reading effectiveness. Within the overall account of read-
ing ability, the notion of fluency was presented in terms of “effective reading
speed,” which was itself seen as an outcome of comprehension, decoding accu-
racy, and rate of reading (measured by words per minute). Moreover, the “bot-
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tleneck theory” (Perfetti, 1985; Perfetti & Hogaboam, 1975) addresses the rela-
tion between word recognition, reading speed, and meaning production (see
chaps. 2 and 6). Perfetti’s theories served as the basis for the speed of processing
theory of fluent reading (Breznitz, 2003b).

CURRENT DEFINITION OF FLUENCY

There is presently no consensus concerning the definition of fluency as related
to reading (Reutzel & Hollingsworth, 1993). Neither is there an agreement as
to whether fluency is a dependent variable and as such represents a diagnostic
measure for the quality of reading (L. S. Fuchs, D. Fuchs, Hosp, & Jenkins,
2001), or whether it is an independent variable that affects the quality of read-
ing (Breznitz, 2001a). Lastly, it is not clear how reading fluency can be trained
and remedied (Meyer & Felton, 1999).

Existing definitions can be divided into three separate positions. The first
views reading fluency as an outcome of the quality of the oral reading of words
and connected text. As such, it has been measured by accuracy, prosody, and in
some cases by rate of oral reading. The second viewpoint breaks reading into
linguistic components, which are acquired and developed in a series of stages.
Fluency is perceived as an outcome of the development of accuracy and auto-
maticity in each component. A third view, the system analysis approach, pres-
ents reading fluency as an outcome of the effectiveness of various biological and
cognitive systems. Based on this view, the speed of processing perspective of flu-
ency is presented.

Fluency as an Outcome of the Quality of Oral Reading Skills

Different definitions posit the view of fluency as an outcome of the quality of
oral reading (L. S. Fuchs et al., 2001). In general, the quality of oral reading is
measured by accuracy, rate and prosody of words, and connected text. Accord-
ingly, Schreiber (1980) defined fluency as “that level of reading competence at
which textual material can be effortlessly, smoothly, and automatically under-
stood” (p. 177). Similarly, Meyer and Felton (1999) proposed that fluency can
be perceived as “the ability to read connected text rapidly, smoothly, effort-
lessly, and automatically with little conscious attention to the mechanics of
reading such as decoding” (p. 284). Hudson, Mercer, and Lane (2000) viewed
fluency as “accurate reading at a minimal rate with appropriate prosodic fea-
tures (expression) and deep understanding” (p. 16). In addition, the National
Institute of Child Health and Human Development (2000) defined fluency as
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“the immediate result of word recognition proficiency” (pp. 3–5), and listed the
components of fluency as word phrasing as expressed by intonation, stress, and
pauses observed in the reader; syntactic comprehension; and expression in oral
reading, which transmits elements of emotion, expectation, and description
(see White, 1995).

Torgesen, Rashotte, and Alexander (2001, p. 4) suggested a minimalist defi-
nition of fluency, according to which reading fluency is a result of rate and accu-
racy in oral reading of curriculum-based materials (see also Shinn, Good,
Knutson, Tilly, & Collins, 1992).

Clearly, the definitions presenting fluency as a consequence of the quality of
oral reading skills put forward the idea that fluency may be achieved only after
reading skills such as word and connected text decoding are acquired and estab-
lished. In accordance with this view, fluency can be measured by looking at the
number of oral reading errors, reading time, and vocal expression levels of writ-
ten material.

A Linguistic and Developmental Perspective

In a comprehensive review, Meyer and Felton (1999) summarized the source
for dysfluent reading and claimed that it relates to three linguistic levels: the
word level, the syntactic level, and the meaning level. Each level incorporates some
aspects of fluency.

Word Decoding. At this level, dysfluent reading is an outcome of difficul-
ties in word recognition systems (phonology and orthography). The deficits may
arise from phonological, visuospatial, and/or working memory processes that
may be manifested in the slowed mapping of verbal labels to visual stimuli
(grapheme to phoneme correspondence; see also Snyder & Downey, 1995;
Wolf & Bowers, 1999). Thus, poor readers take more time than regular readers
to identify single words. Moreover, the more complex a word, the longer it takes
them to learn it (Manis, Custodio, & Szeszulski, 1993). In order to learn a word
pattern, poor readers need to be exposed for a longer time than regular readers
to the pattern of the words (Ehri & Wilce, 1983). The slow manner of word de-
coding for poor readers results from their attempt to match letters to sounds
within an unfamiliar word pattern (Meyer & Felton, 1999). Recognition of sin-
gle words depends on storage and the speed of word retrieval. Inaccurate word
decoding leads to the storage of incorrect patterns in the mental lexicon. At the
same time, dyslexics recorded word retrieval processes that were slow and im-
paired (Meyer, Wood, Hart, & Felton, 1998). Thus, many poor readers suffer
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from word recognition problems that make fluency problematic. The source of
the difficulty may vary among different readers. Slow and inaccurate word read-
ing is exhibited in the rate (speed or time) at which the reader decodes words
(see chap. 2).

Syntactic Processing. At this level, dysfluency is exhibited in a lack of pros-
ody and rhythm in oral reading, which are caused by the lack of sensitivity to
syntactic cues (Leiken, 2002; Schreiber, 1980; see also the following section).
Schreiber (1980) suggested that the lack of fluency among poor readers occurs
because they are unable to perceive the prosodic and rhythmic characteristics
of the language in written text. According to Schreiber, the reader’s ability to
perceive the syntactic structure of the language leads to automaticity (see also
the next section). Schreiber mentioned that young children often rely on
prosodic and rhythmic characteristics in order to extract meaning before they
acquire real linguistic skill. However, prosodic clues are not accessible to begin-
ning readers with poor word recognition skills, who do not understand how the
sounds of spoken language are represented in written text.

Failure to Make Higher Order Connections Between Word Recognition
Skills and Semantic Information, or Between Words, Meanings, and Ideas.
Researchers agree that there is a connection between dysfluent reading and de-
ficient comprehension. Two models have been suggested to explain the effect of
slow word recognition on comprehension. The first is the information-proc-
essing model (LaBerge & Samuels, 1974) derived from information-processing
theory (e.g., Norman, 1968; Posner, Lewis, & Conrad, 1972). According to this
model, reading becomes increasingly more fluent as the result of automaticity
development within subskills: “When one describes a skill at the macrolevel as
being automatic, it follows that the subskills at the microlevel and their interre-
lations must also be automatic” (LaBerge & Samuels, 1974, p. 295). The first
stage of this process involves the visual code and the unitization of visual stim-
uli. These may include letters, spelling patterns, words, and highly frequent
word groups (e.g., “high school”). With exposure and practice, the visual fea-
tures in stimuli like letters become unitized and are then perceived as a single
unit. As these units accumulate and letter perception becomes increasingly au-
tomatic, attention to early visual coding processes decreases. This allows
attentional resources to be reallocated to other areas, such as the semantic (or
meaning) code. As noted in this model, word recognition and comprehension
cannot be carried out simultaneously if the reader has to focus disproportion-
ately on word recognition.
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The second model is the verbal proficiency model (Perfetti, 1977, 1985),
which also assumes that readers become more proficient due to learning and
practice, which releases cognitive resources for the higher requirements of read-
ing. Perfetti’s model claims that slow word recognition interferes with the
reader’s ability to retain large units of text in the working memory, which pre-
vents reading from being efficient. The model has also been described as the se-
rial processing, or bottleneck, theory.

A Developmental Perspective. Over the last few years, a number of re-
searchers have presented evidence indicating that reading fluency may be com-
prised of components that are built up alongside the development of other read-
ing components at various stages during the acquisition of reading skills.
Kame’enui et al. (2001) put forward this perspective. In their view, at lower lev-
els of processing during the initial stages of reading acquisition, fluency is af-
fected by the quality of letter recognition and phoneme awareness, whereas at
more advanced stages of reading, at the higher levels of processing, fluency is a
result of mastering reading skills such as word recognition and text comprehen-
sion. Within this developmental perspective, the onset of fluency should appear
at the early stages of reading acquisition.

Wolf and Katzir-Cohen (2001) developed their own working definition of
fluency, which incorporates a wide range of components relevant at different
levels of activity. They suggested that

in its beginning, reading fluency is the product of the initial development of accu-
racy and the subsequent development of automaticity in underlying sublexical
processes, lexical processes and their integration in single word reading and con-
nected text. These include perceptual, phonological, orthographic, and morpho-
logical processes at the letter, letter pattern, and word levels, as well as semantic
and syntactic processes at the word level and connected text level. After it is fully
developed, reading fluency refers to a level of reading accuracy and rate where de-
coding is relatively effortless; where oral reading is smooth and accurate with cor-
rect prosody; and where attention can be allocated to comprehension. (p. 219)

Wolf and Katzir-Cohen (2001) were the first to break down the activity of
reading fluency into subskills and components. They suggested that there are
three connected levels of reading subskills: letter, word, and connected text.
Each level, in turn, is based on underlying components such as perceptual, cog-
nitive, linguistic, and motor systems that include visual and auditory percep-
tion, memory, lexical access and retrieval, and motor output. Finally, reading
fluency involves integration of information from phonological, orthographic,
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semantic, and morphological processes. This comprehensive working defini-
tion enables systematic tracking of the underlying factors of fluency and
dysfluency in reading.

The Theoretical Systems Analysis Approach

It is clear from the previous discussion that fluency and dysfluent reading have
been mainly used in order to describe behavior or style of reading. But investiga-
tions of the causes of fluency have been limited in the literature on reading. A
new perspective on fluency in reading was developed in Berninger’s (2001) sys-
tems analysis approach. Berninger conceptualized fluency as being based on
several basic biological and cognitive components including: the rate and per-
sistence of visual and speech signals in reading materials; the efficiency and
automaticity of the development of phonological, orthographic, and morpho-
logical systems; and the coordination of responses by the executive functions
system.

Berninger’s definition points to rate, automaticity and coordination as basic
components activated to achieve fluency and it adds the concept of the exis-
tence of underlying systemic conditions that affect fluency.

Speed of Processing Approach. Breznitz (2003b) elaborated on Berning-
er’s (2001) systems analysis position by suggesting that fluency in reading is pri-
marily based on the rate of decoding single words. Rate of decoding words is in
turn an outcome of speed of processing (SOP) of the systems that are activated in
word reading. The main argument of this approach is that each of these brain
systems processes information at a different speed. Consequently, synchroniza-
tion of the information arriving from the different systems is an essential prereq-
uisite for decoding words. Thus, the symptoms of dyslexic readers are mani-
fested by slow decoding rate and can be traced to a central causal factor,
namely, that of slow SOP. This slowness can derive from one or more of the sys-
tems that are activated in word decoding. That also often leads to speed
asynchrony between these components.

This book attempts to provide theoretical foundations and empirical evi-
dence for the speed of processing approach as an explanation for fluent reading.
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A consensus exists among researchers that reading rate is a crucial factor in de-
termining reading fluency at all levels. Interest in this factor has increased in re-
cent reading research. Reading rate is perceived in two ways in the literature.
The consensus holds that reading rate is an outcome of effective reading skills.
As such, it is most often presented as a dependent variable or as a diagnostic
measure. An alternative research paradigm has put forward another view pre-
senting reading rate as an independent factor influencing the quality of the
reading skills (see Breznitz, 2003b, and Breznitz & Berman, 2003, for a review).
This position is presented herein.

READING RATE AS A DEPENDENT VARIABLE

It is commonly understood that effective reading rate results from the efficiency
of decoding skills and comprehension (Greene, Kincade, & Hays, 1994). Sev-
eral hypotheses have been suggested to explain decreased reading rate based on
the assumption that word reading rate is a dependent variable. For example, it
has been suggested that the level of word reading accuracy, the reader’s age, the
acquaintance with reading skills, and development of word reading auto-
maticity are all accountable for decreased reading rate (see Biemiller, 1978;
Carver, 1990; Gough & Tunmer, 1986; Greene et al., 1994, for reviews). Slow
word recognition interferes with the reader’s ability to retain large units of text
in the working memory (bottleneck theory), which prevents reading from being
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efficient (see the Verbal Efficiency Theory—Perfetti, 1977, 1985; Shankweiler
& Crain, 1986).

However, the basic view among researchers positing reading rate as a de-
pendent factor is based on the claim that reading is a linguistic process. As such,
its effectiveness is based on the level of acquisition, mastering and performance
of its sublexical components that are letters, graphemes and phonemes, multi-
letter units, words, pseudowords, and connected text. Greene and Royer (1994)
summarized studies in the English language that measured identification and
decoding rate of these sublexical components. In the following sections, reading
rate is presented accordingly.

Reading researchers agree that fluent reading is based primarily on the qual-
ity and rate of identification and recognition of the symbols and sounds of single
and multiletter units. In the regular development of reading fluency, research
has clearly indicated a developmental trend in the speed at which letters and/or
letter units are identified. The average time it takes to identify single letters in
the English language is 3 s for kindergarten children, 800 ms at the beginning of
the first grade, 600 ms at the end of the first grade, and about 100–200 ms less by
the sixth grade (Compton & Carlisle, 1994; Doehring, 1976; J. F. Mackworth &
N. H. Mackworth, 1974; G. M. Sinatra & Royer, 1993; Stanovich, Nathan, &
Vala-Rossi, 1986). College students are able to identify letters within 50 ms,
which is about 500 ms faster than children (Biemiller, 1978; Jackson &
McClelland, 1979; Mason, 1982; Sloboda, 1976, 1977).

Studies designed to verify differences in the speed of letter identification be-
tween good and poor readers indicate that poor readers are about 300 ms slower
than good readers in the first grade, 200 ms slower in grades three and four, 400
ms slower in grades five and six, and about 100 ms slower at college level (J. F.
Mackworth & N. H. Mackworth, 1974). Similar results were obtained in stud-
ies measuring multiletter speed of processing (Biemiller, 1978; Doehring, 1976;
Frederiksen, Warren, & Rosebery, 1985; Greene et al., 1994). Large increases
in the speed at which one or more letters are identified seem to occur at the end
of first grade. An asymptote in letter identification rate appears between the
fifth and sixth grades. Differences between good and poor readers continue at
least until college level (for reviews see Table 1, pp. 146–147, Table 2, pp.
150–151 in Greene et al., 1994).

Word and Pseudoword Processing

The first comprehensive study to measure the rate of word reading at different
age groups was carried out by Doehring (1976). The researcher requested that
subjects match a word they heard to one they read. Students in the first grade
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took over 2.5 s to match the words, but by the first half of the second grade the
average reaction time (RT) to the task decreased by approximately 300 ms. An-
other 200 ms difference was observed between grades six and seven. An asymp-
tote in word reading identification rate was observed from the seventh grade on.
Chabot, Petsos, and McCord (1983) looked at the RT for word matching
among students in grades two, four, and six. A 535 ms decrease was found by the
fourth grade and another 255 ms decrease was observed in the sixth grade (see
also Bowey, 1985; Hogaboam & Perfetti, 1978; J. F. Mackworth & N. H.
Mackworth, 1974; Stanovich et al., 1986a).

Young and college-level poor readers were found to be slower than age-
matched good readers in the speed at which words were identified (see
Compton & Carlisle, 1994; Greene et al., 1994; Jackson & McClelland, 1979;
J. F. Mackworth & N. H. Mackworth, 1974, for reviews). Stanovich (1981)
and Stanovich et al. (1986) found that poor readers in the first grade identi-
fied words about 350 ms slower than age-matched good readers. Hogaboam
and Perfetti (1978) and Booth, Perfetti, and MacWhinney (1999) found large
response time differences and a priming effect for word identification among
good and poor readers in grades two through six. The differences between
good and poor readers decreased in magnitude with increasing grade level.
With regard to decoding time, Stanovich et al. (1986) looked at oral reading
of words as a function of grade level, reading ability, and the relatedness of
preceding context. The good readers were consistently faster than the poor
readers, and the fifth-grade students were faster than the third-grade stu-
dents. The pattern of decreased word reading rate (decoding) among poor
readers tends to be different and less steady compared to that of good readers
(see Greene et al., 1994, for review).

Compton and Carlisle (1994) summarized studies investigating words and
pseudowords during oral reading rate among reading disabled (RD) as compared
to subjects matched for chronological age (CA) and reading level (RL). The RD
group was consistently slower than the CA and RL groups (see Baddeley, Ellis,
Miles, & Lewis, 1982; Ben-Dror et al., 1991; Lundberg & Hoien, 1990). The
group differences in reading rate were more pronounced when the task involved
pseudowords (see Compton & Carlisle, 1994; Reicher, 1969, for reviews). How-
ever, reading time for pseudowords also appears to decrease over the years in the
normal course of reading skill development (Bowey, 1985; Doehring, 1976;
Greene et al., 1994; Stanovich, 1981; Stanovich et al., 1986).

Stanovich et al. (1986) also looked at differences between good and poor
readers in different age groups on pseudoword oral reading time and rhyme pro-
duction time. The good readers in the third grade were only 28 ms faster at read-
ing pseudowords than poor readers, but by the fifth grade the good readers were

READING RATE 11

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



174 ms faster than the poor readers. For the rhyme production tasks, the largest
difference between good and poor readers was found in the third grade. Wiegel-
Crump and Dennis (1986) looked at word reading times when subjects were
provided with different types of cues: pictures, rhyming information, and se-
mantic information. Across the three tasks, the youngest subjects were slowest,
and reaction times decreased with increasing grade level. Doehring (1976)
found decreases of 300 ms in reading single words from fourth to fifth grade and
from eighth to ninth grade. Schwantes (1981) compared third and sixth graders
on word reading and found that the sixth-grade students were 245 ms faster.
Bowey (1985) compared good and poor readers in the fourth and fifth grades
and found that the poor readers in each grade were slower than the good read-
ers. Hogaboam and Perfetti (1978) looked at good and poor readers in the third
and fourth grades and also compared latencies for words with one and two sylla-
bles. The observed difference for one-syllable words was 160 ms in both the
third and fourth grades. For two-syllable words, the third-grade poor readers
were 870 ms slower than the good readers, and the fourth-grade poor readers
were 640 ms slower than the good readers.

Hess (1982) compared good and poor readers in grades four and six, and
found that the larger differences in latency were due to ability differences rather
than to grade level differences. G. M. Sinatra and Royer (1993) examined vo-
calization latency differences between students in grades two, three, and four.
They found a large grade level difference between students in grades two and
three. Frederiksen et al. (1985) examined the gains poor high school readers
made as a function of instructional interventions that targeted speeded practice
of component processes in reading. They consistently found decreases in la-
tency when their subjects were tested following the intervention. Perfetti
(1985) found that for each grade level and task, the discrepancy in reaction
time between words and pseudowords was considerably greater for poor readers
than for good readers. R. Sinatra (1989) provided further evidence that effi-
cient processing of pseudowords develops in the third grade. Decreases in reac-
tion time were observed from second to fourth grade, but the larger decrease
was found from third to fourth grade. However, with real word data, the larger
decrease was found to occur from second to third grade. R. Sinatra’s (1989) data
provides the clearest evidence for developmental trends in processing pseudo-
words. Frederiksen et al. (1985) examined latency performance on pseudoword
vocalization tasks across two test administrations separated by instructions in-
volving speeded practice. Their high school subjects were consistently slower at
vocalizing pseudowords than words. The gains poor readers made tended to be
less than those made on the word vocalization task, but consistent decreases in
reaction time were nonetheless observed across test administrations.
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A review of empirical data points to a developmental trend of decreased
reading rate over time. Among younger readers, reading words in a list takes
longer than reading letters. However, among older children, the rates at which
these two tasks are decoded is similar (Biemiller, 1978). Biemiller’s (1978) study
also raised the possibility that poor readers do not experience difficulties at the
single feature identification level but rather need more processing time when
more features are involved at the word level. It is conceivable that poor readers
have difficulty extracting and/or remembering orthographic structure, relating
letters within words that permit able readers to reduce the number of features
that must be processed in order to identify a word (Smith & Holmes,
1970–1971). Good readers may extract the holistic pattern of words, whereas
poor readers rely on the individual features that compose words (Meyler &
Breznitz, submitted), a manner of decoding that takes longer (Biemiller, 1978).
It has also been suggested that poor reading may be an outcome of reduced op-
portunity to extract orthographic structure, resulting from insufficient reading
due to a general speed of processing problem. As such, reading speed may be a
central factor in identifying reading disability (see Wolf, 2001).

The Rate of Reading Words in Connected Text

Various studies have examined word reading fluency by investigating oral read-
ing rate of curriculum-based materials (CBM) (Deno et al., 1982; L. S. Fuchs et
al., 1988; White, 1995). For example, White (1995) distinguished between flu-
ent and nonfluent fourth-grade readers by the average number of words cor-
rectly read in a minute. The words were taken from fourth-grade reading
materials. Data indicated that fluent readers read an average of 140 words per
minute and nonfluent readers read only 80 words per minute. White’s study
also indicates a positive correlation between fluency level and comprehension.

Nathan and Stanovich (1991) also found a high correlation between the
speed and effort with which reader’s process text and text comprehension.
When a reader battles with reading rate, it can negatively affect comprehension
and motivation to read (Stanovich, 1991). In other words, decreased reading
rate in word recognition leads to dysfluency in reading and to an unrewarding
reading experience, which reduces involvement in text-related activities.
Hence a vicious cycle is created whereby dysfluent reading leads to less reading.
Lack of practice and exposure causes a failure to develop automatic word recog-
nition. As a result, poor readers continue avoiding practice or perform it with no
real cognitive involvement, thereby continuing the cycle. Vocabulary and
other cognitive skills accelerated by reading may be delayed to the extent that
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the failure to develop reading fluency results in an extended impairment (Na-
than & Stanovich, 1991).

The bottleneck theory presented by Perfetti (1985) and Perfetti and Hoga-
boam (1975) attempts to explain the relation between word recognition, reading
speed, and production of meaning. According to this theory, slow word recogni-
tion creates an obstacle for maintaining large units of text in working memory,
causing reading to be less efficient. According to Tan and Nicholson (1997), the
relation between rapid decoding of words and sentence comprehension does not
mean that the faster readers read, the better they understand. By using word flu-
ency rather than reading rate, L. S. Fuchs et al. (1988) hypothesized that fluency
is more than “decoding speed” and compared reading fluency to common com-
prehension measures. These researchers showed that reading fluency measured
using CBM has a high and significant correlation with SAT scores, and even
more with other tests that examine comprehension. In addition, the correlation
between fluency of connected text and comprehension was significantly higher
than the correlation of comprehension with single word reading.

In their study, J. L. De Soto and C. B. De Soto (1983) carried out a factor
analysis on the components of reading and linguistic processing skills. They
found that fluency measured by rate in decoding meaningful and meaningless
words was a distinct factor, which was highly important for comprehension. In a
simple experiment examining the importance of decoding as an independent
skill, pupils were trained to recognize words faster and were checked to see
whether this led to improved comprehension. Fleischer, Jenkins, and Pany
(1979) trained fourth- and fifth-grade pupils in rapid decoding using single
words for practice purposes. After practicing, the pupils read a section contain-
ing the key words. The practice did improve recognition speed and accuracy for
the training words. However, this improvement was not transferred to compre-
hension. A wide range of researchers examined these findings and concluded
that poor comprehension is not a result of poor decoding skills.

Cromer (1970) claimed that in addition to fast and accurate single word
reading, the reader needs the ability to collate meaningful words into patterns
(e.g., sentences or phrases). In this manner, readers are made aware that words
exist in larger linguistic units and cannot be learned solely within lists contain-
ing unrelated words. Tan and Nicholson (1997) trained children to encode
words rapidly and accurately using flash cards and examined the effects of train-
ing on comprehension. The training involved either single words or words in
sentences. The results showed that practicing words within sentences was more
efficient than practicing single words. In addition, there was more variance un-
der the sentence condition than the single word condition, suggesting a wider
range of individual differences for this practice condition.
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Thus, reading is a complex ability in which the reader is required to use a
number of different cognitive processes including word recognition, access to
word meaning, syntactic division, semantic analysis of sentences, and interpre-
tation of the overall text—all of which need to occur rapidly (Young & Bowers,
1995).

Doehring (1976) examined oral reading rates for various levels of connected
text. His subjects were students in grades 1 through 11. The most important de-
crease in reading rate occurred during the second grade. Cirilo and Foss (1980)
examined how the time needed to read a sentence depends on the importance
of the sentence and its position in the passage. Their college-level subjects took
longer to read more important sentences and sentences that appeared earlier in
the passage. Schwaneflugel and Shoben (1983) looked at how the sentence
reading times of college students were affected by whether or not the sentence
was concrete or abstract, and whether or not the sentence was embedded
within a larger context. They found that the concrete versus abstract manipula-
tion did not have an effect in the presence of context, but subjects took longer
to read abstract sentences in the absence of context.

Freedman and Forster (1985) looked at the time it takes to match sentences
that are either identical or varied by one word, and either grammatically correct
or incorrect, and found that college students took longer to match the latter set
of sentences. L. Katz and Wicklund (1971) examined differences between good
and poor readers in the fifth grade when scanning sentences of either two or
three words for target words. Although the poor readers were consistently
slower than the good readers, both groups took longer to scan the two-word sen-
tences and to give negative responses.

Lesgold and Curtis (1981) measured words per minute (WPM) among first
and second graders as they advanced through an instructional reading program.
Time was measured across six or seven occasions of reading passages that varied
in familiarity and difficulty. The young readers remained faster at reading famil-
iar text as they progressed through their reading instruction, but steady in-
creases were noted with both types of text. Stanovich, Cunningham, and
Feeman (1984) examined the reading times of good and poor first-grade readers
in the fall and spring. They found that good readers were consistently faster at
reading paragraphs than poor readers. With coherent text, both the good and
poor readers made significant gains in reading speed from the fall to the spring
test administrations. With a random text, both groups were slower than with a
coherent text, and both groups made much smaller gains in reading speed from
fall to spring. Hess (1982) looked at passage reading time for fourth- and sixth-
grade good and poor readers. The poor readers at both grade levels were consid-
erably slower than their good reader peers, and the sixth-grade students were

READING RATE 15

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



faster than the fourth graders in both groups. Kintsch and Monk (1972) meas-
ured college students’ inference and reading times based on simple or complex
paragraphs. They found that whereas subjects took longer to read more com-
plex texts, the time it took to make inferences was slightly shortened when
based on complex texts.

Carver’s Reading Rate Theory

One of the leading theories attempting to explain reading rate was put forward
by Carver (1991, 1997) in his “rauding theory.” This theory includes a model
that depicts four levels (referred to as “echelons”) of factors that affect the
achievement of optimal reading rate and accuracy. Proceeding from the last
level inward, the fourth level includes three teaching factors: individual differ-
ences in cognitive power, age, and individual differences in cognitive speed;
and three “aptitude” factors (cognitive power, thoughts rauded, and cognitive
speed). These factors, in turn, influence the third level, which includes verbal
knowledge, as well as a decoding speed and naming speed.

Carver (1991, 1997) explicitly focused on the links between fluency and
comprehension. He introduced a different perspective to fluency-related re-
search by emphasizing the different purposes of reading and the different rates
that these purposes elicit in readers. These include the scanning, skimming,
rauding, learning, and memorizing processes. According to Carver, most
reading is done in the rauding mode, that is, the mode used by an individual to
comprehend each consecutively encountered, complete thought in a passage.
Operating in the rauding mode, for Carver, represents the fastest rate at
which an individual can successfully understand complete thoughts in each
sentence: “The rauding rate is the individual’s highest rate of comprehension
whereby comprehension is relatively accurate” (p. 144). Such a rate involves
the underlying components of lexical access, semantic encoding, and sen-
tential integration.

In sum, when reading rate is being presented as a dependent variable it is
clear that it is an outcome of the quality of decoding and comprehension in
reading. As such, the better the decoding and comprehension skills are, the
faster the reading rate. Viewing the reading rate as a dependent factor suggests
that fluency in reading is also perceived as a dependent factor based on the qual-
ities of reading skills. However, consistent findings suggest that reading rate
should also be viewed as an independent factor affecting the quality of the read-
ing skills.
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Moreover, the current definition of dyslexia views fluency in word reading as
independent of accuracy. As such, when expressed by reading rate, fluency by
definition can also be perceived as an independent factor. The next section de-
velops this argument further.

READING RATE AS AN INDEPENDENT FACTOR

As a first step toward a more thorough understanding of the role of reading rate,
the causal relations between reading rate, decoding accuracy, and reading com-
prehension were measured. Breznitz (1987a) performed a study in which 450
subjects in the last quarter of first grade participated. All subjects had already
completed the stage of acquiring the Hebrew alphabetic code and were focused
on stabilization of decoding skills. It was hypothesized that reading skills were
not yet fully established among this population and that the causal relations be-
tween reading skills during their development could therefore be observed. All
subjects read 24 items orally (Reading Comprehension Test; Ortar & Segev,
1970). Reading time, decoding errors, and comprehension were measured for
each item. Most subjects, regardless of decoding accuracy and comprehension
levels, exhibited a wide range of reading rates across the items. It was suggested
that reading rate has a wide range of variants, at least at the initial stage of read-
ing acquisition when reading skills have not yet developed fully. Based on these
results, the notion that a discrepancy may exist between ability and perform-
ance in reading emerged for the first time, stimulating extended research
(Breznitz, 1991).

In an attempt to verify the causal relations between reading time, decoding
errors, and reading comprehension, several path analyses were performed. The
causal relations between decoding errors and comprehension are well docu-
mented in the literature (Adams, 1990; Perfetti, 1985). The study focused only
on the causal relations between reading rate, decoding, and comprehension.
Path analyses were performed on four different hypothesized models. The first
measured the extent of the influence of decoding accuracy on reading rate. The
second measured the effect of reading rate on decoding accuracy. The third
measured the extent of the effect of comprehension on reading rate and the
fourth measured the extent of the effect of reading rate on comprehension.
Reading rate was revealed to affect decoding accuracy (r = .49) to a greater ex-
tent than decoding accuracy affected reading rate (r = .33). Reading rate af-
fected comprehension (r = .−44) to a greater extent than comprehension af-
fected reading rate (r = .−30).
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These surprising results necessitated an in-depth investigation of the role of
reading rate in the reading process. Specifically, we aimed to check whether or
not reading rate also influences the quality of reading. Three consecutive com-
prehensive research projects were designed. Project 1 put forward the hypothe-
sis that reading rate may also be perceived as an independent variable influenc-
ing the quality of decoding and comprehension reading skills (see Breznitz,
2001a, for a review). This assumption was verified among various groups of
readers at all levels reading both the Hebrew and English languages. In these
studies, the “acceleration phenomenon” was discovered. Project 2 was designed
to examine the cognitive mediators of the acceleration phenomenon, and Pro-
ject 3 was designed to examine its underlying factors.

The Basic Reading Rate Manipulation

As the Breznitz (1987a) study indicated, novice readers exhibit a wide range of
reading rates even when the reading materials are matched on length and level
of decoding and comprehension. This rate range was used as a basis for the basic
reading rate manipulation, which was used in the experiments comprising the
three projects. In the experimental setup, the reading rate of each subject was
controlled and manipulated individually. As such, it became an independent
variable in the studies (see Breznitz, 2003b, for a review).

Materials. Reading materials were chosen based on the type and design of
the experiment (behavioral or electrophysiological), the age of the subjects, and
the language (Hebrew/English). There were always two to four parallel forms of
the reading tests, matched for length and level of decoding and comprehension
difficulties. Each form contained 12–24 reading items of increasing difficulty
and length. Items consisted of one to three declarative sentences followed by a
short, inferential, multiple-choice question (see Breznitz, 2001a, 2003b; Brez-
nitz, DeMarco, Shammi, & Hakerem, 1994; Leiken & Breznitz, 1999, for re-
views).

Test Procedure. In each experiment, subjects were asked to read aloud the
appropriate level-matched test in one of the reading rate conditions: self-paced
or fast-paced. In several experiments, a slow-paced reading rate condition was
also incorporated. All test items were presented, one at a time, on an IBM per-
sonal computer screen. The experimenter or the subject controlled the appear-
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ance and disappearance of each reading item on the screen. Prior to testing in
each of the experimental rate conditions, two training trials were administered.

As standard procedure in each experiment in the first condition, subjects
read the test items at their own natural routine pace (self-paced 1). They were
instructed to start immediately upon appearance of the text. To eliminate the
possible confounding effects of regressive eye movements, items were erased as
soon as reading was completed. The computer, which recorded the reading
time for each item, was activated by the experimenter or by the subject when
reading began and deactivated once the last letter was pronounced. Per-letter
reading rates were calculated for each item by the computer program, yielding a
range of per-letter rates depending on the number of items. These rate ranges
served as base input for the reading rate manipulations in the following experi-
mental conditions. A multiple-choice question appeared on the screen follow-
ing the erasure of each reading item and was erased as soon as the subject had
responded by pressing the appropriate number on the keyboard (1 to 4).

In the second condition (fast-paced), each subject was prompted to read at
the fastest per-letter rate they had achieved in the self-paced condition. Only
those items that the subject had correctly comprehended were eligible. Thus,
the test material was presented at the highest rate of demonstrated ability for
each subject. To minimize the disruption of natural eye movements, as soon as
the start button was activated, the text was automatically erased letter by letter
at the highest rate attained in stage 1 (from right to left in Hebrew and from left
to right in English). When the entire item had disappeared from the screen, the
multiple-choice question appeared automatically and was displayed until the
subject had indicated an answer. The early experiments also measured any pos-
sible warm-up effects by introducing a third condition that was given to the sub-
jects following the fast-paced condition, in which subjects again read at a self-
paced rate (self-paced 2).

In some experiments, an additional condition (slow-paced) was performed.
In the slow-paced condition, subjects were forced to read at the slowest per-
letter rate they had achieved in the self-paced 1 condition. Only those items
that the subject had correctly comprehended were eligible. When the entire
item had disappeared from the screen, the multiple-choice question appeared
automatically and was displayed until the subject had indicated an answer.

In most of the studies, reading errors were monitored in all of the conditions
by requesting subjects to read all of the items aloud as accurately as possible.
The measures assessed for each form in all conditions were: total number of oral
reading errors, total comprehension score, per-letter reading time (in seconds)
for each of the test items, and total reading time for each item, form, or test.
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PROJECT 1: VERIFICATION OF THE READING RATE
MANIPULATION ON READING PERFORMANCE

Project 1 was designed to examine the hypothesis that different reading rates
may effectively enhance the reader’s quality of decoding and degree of compre-
hension. This hypothesis was tested in a series of studies in which individual oral
reading rates were controlled and manipulated according to each subject’s rou-
tine reading rate, as exhibited in the self-paced reading condition. Accuracy
and comprehension were measured under each condition.

Detection of the Acceleration Phenomenon

Study 1

The first study (Breznitz, 1987a) included four different experiments. Three
of them examined the effect of reading rate manipulation on decoding accuracy
and comprehension among novice first graders in Israel, reading Hebrew. The
fourth experiment studied the rate manipulation among novice first graders in
the United States, reading English (Breznitz, 1987a). All subjects participating
in the four experiments were in the last term of the first grade, at the stage of sta-
bilizing decoding skills after having acquired the alphabetic code. Subjects read
three parallel forms of the reading test (discussed earlier). The first form was
read at each subject’s routine self-paced rate (self-paced 1), whereas the second
one was read at each subject’s own fastest rate achieved in self-paced 1. Readers
read a third form, once again at a self-paced reading rate (self-paced 2). Reading
time (per-letter), decoding accuracy, and comprehension were measured for
each item.

Experiments 1 (Hebrew) and 4 (English). Results indicated that for most
of the subjects in both experiments, reading at the fast pace decreased decoding
errors and increased reading comprehension significantly (see Breznitz, 1987a,
2003b). Once again, both experiments revealed a wide range of per-letter read-
ing rates in the self-paced 1 condition for most subjects. However, when they
were forced to read at the highest rate they had achieved in self-paced 1, almost
all subjects were able to maintain the high speed across all items presented.
Upon returning to their self-paced rates in self-paced 2, subjects also returned to
the decoding accuracy and comprehension scores they achieved in self-paced 1.

Experiment 2. This experiment was designed to determine the effects of
reading at the slowest reading rate achieved in the self-paced 1 condition. The
experiment followed the basic reading rate manipulation procedure, incorpo-
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rating the slow-paced reading rate condition. Results indicated that the extra
time allotted by the manipulation in the slow-paced condition enabled subjects
to perform the decoding process more accurately despite the reduced contex-
tual cues. Moreover, slowing the subjects’ reading rate significantly decreased
their comprehension despite the increase in reading accuracy (see Breznitz,
2003b).

Experiment 3. This experiment attempted to determine the effects of de-
liberately inserted spelling errors in the reading material on the subjects’ accu-
racy and comprehension in self- and fast-paced reading rate conditions. Results
showed significant improvement in the fast-paced condition, which led to en-
hanced comprehension and automatic correction of the words containing the
spelling mistakes (see Breznitz, 2003b).

In sum, the four experiments show that the reading rate of novice readers is
varied. When prompted to accelerate their reading rate according to the high-
est rate achieved by each individual reader in the self-paced condition (self-
paced 1), young readers at the initial stage of stabilizing reading skills could read
about 20% faster than they were able to at their own self-paced reading rate.
This faster reading rate was maintained across all reading items in the fast-
paced condition (6–12 items). Furthermore, accelerating reading rate on the
basis of individual self-paced ability significantly reduced decoding errors and
enhanced comprehension while individually decelerating reading rate below
individual self-paced reading rate (slow-paced), improved decoding accuracy
but reduced comprehension (Breznitz, 1987a). The stronger effect of accelerat-
ing reading rate on decoding accuracy and comprehension was mainly discern-
ible among the poor readers of the sample. The results of the first study raised
the idea that reading rate can be perceived as an independent variable that af-
fects the quality of reading skills. Accelerated reading rate decreased decoding
errors and increased comprehension. This phenomenon was named the acceler-
ation phenomenon.

At this point in time, the acceleration phenomenon had only been found
among novice readers. Additional verification and replication among a larger
variety of readers at different reading levels were necessary.

The Study of the Acceleration Phenomenon
Among Young Regular and Impaired Readers

Study 2. The next study (Breznitz, 1987b) addressed the question of a pos-
sible gap between the reading performance of garden variety (Stanovich,
1986b) lower and middle-class first graders and their potential reading ability.
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Disadvantaged children are more easily distracted, depend more on familiarity
of written text with spoken language, and have poorer vocabulary. It was there-
fore hypothesized that they would benefit from the acceleration manipulation,
which allows children to achieve their potential reading ability as measured by
rate, comprehension, and decoding errors. Reading comprehension and decod-
ing skills were measured under accelerated reading rate conditions. The reading
rate manipulation applied in this experiment succeeded in overcoming reading
skill differences between advantaged and disadvantaged first graders. Under
the fast-paced condition, the performance of the disadvantaged subjects ap-
proached that of the advantaged group. Although significant differences re-
mained with respect to comprehension, oral reading errors disappeared. This is
consistent with the fact that competence in decoding skills precedes compe-
tence in comprehension.

Study 3. The third study (Breznitz, 1997d) examined the acceleration
phenomenon from a developmental perspective. Eighty-one subjects from ele-
mentary schools located in a middle-class, urban neighborhood in northern Is-
rael participated in a 5-year longitudinal study that examined the relation be-
tween reading rate, decoding, and comprehension during consecutive stages of
reading acquisition. The hypothesis was that progressive improvement in read-
ing skills would be reflected in a progressive decrease in the effect of accelera-
tion. To check this theory, subjects at the end of each grade level in school (one
through five) were requested to read aloud from appropriate level-matched
tests in three reading rate conditions: self-paced 1, fast-paced, and self-paced 2.
Following the basic acceleration manipulation, results indicated that as com-
pared to the self-paced 1 condition, the fast-paced reading condition revealed
the following: (a) significant gains of at least one item in comprehension at each
grade level, and (b) an upward linear trend in decoding accuracy was evident
until the third grade, indicating a reduction of almost 30% in reading errors. By
the fourth grade, the number of decoding errors was dramatically reduced and
appeared to have become stable. Between grades four and five, the reduction in
reading errors was less dramatic, although it remained significant. Thus, sub-
jects in the first grade exhibited a striking improvement in their decoding scores
during reading acceleration. However, this improvement gradually decreased
with each subsequent grade, indicating that reading acceleration is most advan-
tageous when decoding skills are unstable.

Consistent with the results of previous studies (see Breznitz, 2001a, for a re-
view), these data demonstrate that readers attain increasingly proficient read-
ing skills in each successive year of elementary school. The benefits of reading
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acceleration are maintained at least up to the fifth grade, during which readers
are able to accelerate their reading pace about 25% to 35% above their normal,
self-paced rate. The self-paced reading rate followed a downward linear trend
through grade three and appeared to stabilize thereafter. An asymptote ap-
peared around the fourth grade. Differences between self- and fast-paced read-
ing rates followed a similar pattern. Hence, the “leveling-off” of the fast-paced
reading rate parallels the pattern found in the self-paced condition. As readers
reach an asymptote in their normal pace of reading, they likewise reach an as-
ymptote in their ability to accelerate. Thus, the discrepancy between self- and
fast-paced reading rates is greatest in the lower grades, significantly decreases in
grade three, and then stabilizes in grade four. With respect to poor and good
readers, both groups profited from reading acceleration in general. However, in
all five grades, the gains in comprehension were significantly greater for poor
readers. In the fourth and fifth grades, oral reading errors were almost nonexis-
tent among good readers, but poor readers improved significantly on decoding
accuracy during reading acceleration.

These findings delineate developmental aspects of reading rate in relation to
decoding accuracy and comprehension. The relations of the three component
skills during self-paced (routine) reading developed in two distinct patterns.
Progressive improvement in each subskill was observed until third grade, and
the best predictor of performance in each subskill was earlier performance in the
same subskill. From fourth grade on, comprehension continued to improve
while decoding ability and reading rate appeared to stabilize, and the best pre-
dictor of reading performance at this point was reading rate in the second grade.
These two patterns can be interpreted as reflecting two stages of reading acqui-
sition: acquisition and practice of subskills and acquisition of proficient coding
with fluctuating comprehension. In addition, these results indicate that there
may be a transition point at which reading rate becomes more independent. In
the early stages of reading acquisition (between first and third grade), reading
rate both influences and is influenced by word recognition ability, making it
both a dependent and an independent variable. By the fourth grade, reading
subskills are firmly established and the reader enters a second stage of reading
development, in which reading rate acquires increasing independence.

Study 4. Study 4 investigated the acceleration phenomenon in the reading
of impulsive hyperactive children as compared to dyslexic readers and regular
subjects (Harpaz & Breznitz, 1997). We tested the assumption that dyslexic
readers’ speed of processing is slower as compared to regular readers, whereas
impulsive-hyperactive readers’ processing speed is faster. In addition, regardless

READING RATE 23

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



of processing speed, both groups are less accurate when performing decoding
tasks, reading comprehension, and cognitive tasks. Eighty children participated
in this study (equal numbers of boys and girls), and were divided into two test
groups each containing 20 subjects. The first test group included dyslexic read-
ers and the second impulsive-hyperactive children. The remaining 40 subjects
were regular readers divided into two control groups, one matched to test
groups in chronological age and the other in reading age. Again, three reading
conditions were used in order to determine the speed of processing in each sub-
ject: self-paced, fast-paced, and slow-paced. The fast- and slow-paced reading
conditions were calculated for subjects separately in accordance with the read-
ing time obtained in their self-paced condition. According to the research hy-
potheses, fast-paced manipulation of the subjects’ reading rates will improve ac-
curacy among dyslexics, whereas slow-paced manipulation will improve
accuracy among impulsive-hyperactive readers.

Our findings supported the assumption that dyslexics are slower and less ac-
curate during most reading and cognitive processing tasks than regular readers.
Moreover, impulsive-hyperactive readers are slower and less accurate than reg-
ular readers on most tasks. The results also showed a difference in the speed of
processing of dyslexic as compared to impulsive-hyperactive subjects. The dys-
lexics were faster and more accurate than the hyperactive readers. Most signifi-
cantly, dyslexic readers were slower than all other subjects (regular and hyper-
active) on naming and phonological processing tasks. This indicates that
dyslexics suffer from a specific decoding disability (phonology), as well as word
vocabulary and naming deficits, whereas the impulsive-hyperactive children
possess general disabilities both in reading and cognitive processing. These re-
sults support the claims of Stanovich (1988), who indicated that dyslexics have
a core phonological deficit, and of Fodor (1983), who purported that hyperac-
tive children have general cognitive problems.

Thus, the assumption that accelerating the reading rate of dyslexic subjects
will improve their comprehension was sustained, whereas the assumption that
slowing down the reading rate of impulsive-hyperactive subjects will lead to im-
proved comprehension was not. In fact, accelerating reading rates improves the
comprehension of all subjects, especially among the hyperactive subjects, who
exhibit better comprehension than the other groups during the fast-paced con-
dition. This emphasizes the beneficial effects of reading acceleration for sub-
jects with lower cognitive abilities (i.e., attention span capacity, sustained
attention, low verbal ability, low visuomotor ability, and slow speed of process-
ing). It may be that the hyperactive subjects improved their comprehension due
to the fact that when reading at their usual pace, the attention system interferes
with the processing system, and a balance is created between the attention on
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PDP processing systems when they accelerate their reading (Mozer, 1988). This
balance may enable processing of larger language chunks and may create oppor-
tunities for allocation of attention to comprehension (McClelland, 1985,
1986).

In sum, fast-paced reading was found to improve attention with regard to ca-
pacity, working memory, distractibility, and available cognitive resources. The
fast pace also helped the dyslexic and hyperactive readers to partially overcome
the limitations connected to reading—such as decoding skills (Gough &
Tunmer, 1986; Snowling, 1980), verbal working memory, and the ability to
concentrate and avoid distractions (Siegel, 1988).

The Effect of the Acceleration Phenomenon
on the Reading Performance of Adult Readers

Studies 5 to 8. The fifth and sixth studies were designed to examine the ef-
fects of the acceleration phenomenon on university-level adult regular and dys-
lexic readers in Israel, reading Hebrew (Breznitz & Leiken, 2000b; Leiken &
Breznitz, 2001). Studies 7 and 8 looked at the acceleration phenomenon among
university-level adult regular readers in the United States, reading English
(Breznitz et al., 1994; Breznitz, DeMarco, & Hakerem, 1993). The experiments
explored if mature readers can derive the same benefits from the acceleration
phenomenon as elementary schoolchildren do. Following the basic accelera-
tion manipulation, decoding errors, reading comprehension, and reading time
were tested during the self-paced 1, fast-paced, and self-paced 2 reading rate
conditions. Results indicated that in both languages, adult-college level regular
readers could read about 10% faster (Breznitz et al., 1993; Breznitz & Leiken,
2000b) than their routine self-paced reading rate. As the subjects were regular
mature readers, no decoding errors were detected in any of the experimental
reading rate conditions. However, comprehension significantly increased on
one item or more in all of the experiments during the fast-paced reading condi-
tion as compared to both of the self-paced reading rate conditions. Once again,
the dyslexics in this experiment gained the most from the acceleration manipu-
lation. They significantly reduced their decoding errors, increased comprehen-
sion, and could read about 15% faster.

Studies 9, 10, 11, and 12. Breznitz and Leiken (2000a, 2000b) and
Leiken and Breznitz (1999, 2001) conducted a series of studies regarding the
effects of the acceleration phenomenon on syntactic functioning among He-
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brew-speaking adult dyslexics, as compared to age-matched controls. The re-
sults from these experiments indicate that the various grammatical functions
of words contribute differently to sentence processing in the fast- and slow-
paced conditions. The effect was expressed in varying degrees for different
sentence elements, indicating that processing of the predicate was hardly af-
fected by accelerated reading rate, whereas other sentence elements (i.e., sub-
jects, direct objects, and prepositions) were significantly affected. Thus, read-
ing rate acceleration affected the process of identifying the grammatical
functions of words. This suggests that reading rate can influence some aspects
of sentence processing, which confirms the view of reading rate as an inde-
pendent variable (Leiken & Breznitz, 2001). Regarding dyslexic readers, re-
sults provided evidence of a syntactic processing “weakness” in dyslexia.
However, the acceleration manipulation increased the processing speed of
syntactic parsing (interpretation of word strings), which in turn improved
comprehension. These effects were observed among regular and dyslexic
readers but were more prominent among dyslexics, perhaps because regular
readers used their processing resources in the self-paced condition more effec-
tively (Breznitz & Leiken, 2000a).

Furthermore, word order in Hebrew does not significantly influence the
process of identifying syntactic functions of words. Rather, readers of this lan-
guage rely on other means to determine relations among language elements. It
is therefore possible that in the self-paced condition, a predicate-centered
(morphologically based) strategy is used whereas in the fast-paced condition a
word-order strategy is used (Leiken & Breznitz, 2001). However, with regard to
dyslexic readers, the modification of processing manner in the fast-paced condi-
tion led to changes in the processing strategies used. In the self-paced condi-
tion, the predicate-oriented strategy was found to be most efficient for sentence
processing in Hebrew. However, the dyslexic readers demonstrated a more
primitive mode of identifying the grammatical roles of words, namely, the word-
order strategy (Breznitz & Leiken, 2000b). This strategy is simpler, in that it
seems to reflect the fundamental cognitive strategy of information processing.
Although it is not the most effective for linguistic processing in Hebrew, it is
typically used during the early stages of language development among Hebrew-
speaking children (Berman, 1985; Sokolov, 1988). The predicate appeared to
be significantly affected by reading rate, which is an important finding, because
the verb occupies the central position in Hebrew sentences and is singled out
from other words by its morphological characteristics. Dyslexic readers paid sig-
nificantly less attention to the predicate in the self-paced condition than nor-
mal readers did. This tendency changed in the fast-paced condition, but the
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predicate did not shift to first place in the activation pattern as it did with the
verb-oriented strategy (Breznitz & Leiken, 2000b).

Study 13. In this final experiment (Birnboim, Breznitz, Pratt, & Aharon,
2002), the acceleration phenomenon was investigated among adult frontal lobe
head injury patients, as compared to dyslexics and regular readers. Data were
collected under self-, fast- and slow-paced reading rates. The subjects were 60
male participants, divided into three groups. Two groups consisted of university
students: 20 normal readers and 20 dyslexic readers. The third group included
20 frontal lobe, closed head injury patients. In-depth analysis reveals that this
manipulation differentially affects head injured, dyslexic, and normal readers in
terms of the strength of the acceleration effect on different reading skills. In
contrast with previous studies (Breznitz, 2001a, for a review), reading compre-
hension in this study was determined on the basis of the ability to distinguish be-
tween semantically appropriate and semantically inappropriate sentence end-
ings and not on the basis of comprehension questions.

Comparisons of reading speed in each of the three conditions indicated that,
overall, the subjects with frontal head injuries read slowest, normal readers read
fastest, and dyslexic readers read at an intermediate pace. Comparisons be-
tween average-paced and fast-paced reading within each reading group re-
vealed that in terms of increased reading speed, acceleration was most advanta-
geous to dyslexic readers. Head injured subjects performed worse than the other
two groups not only on the measures of reading but also on most of the other
baseline measures. This population was slower and less accurate on word re-
trieval from semantic memory, had a shorter attention span, was more suscepti-
ble to distraction, and achieved lower scores on the baseline reading compre-
hension test. Only decoding accuracy during oral reading was unimpaired.
Although dyslexic readers achieved lower scores on this measure, head injured
subjects performed as well as normal subjects.

The study revealed that head injured patients, who were characterized by
the poorest reading skills, benefited from reading acceleration more than the
normal readers but less than the dyslexics. One explanation for this finding may
be that the effects of acceleration may be limited under circumstances of acute
brain damage. Hence, whereas both dyslexic and frontally brain injured sub-
jects exhibited similar patterns of impaired cognitive processing in terms of poor
attention and memory skills, the slow and inefficient cognitive processing of the
head injured subjects was due to confirmed, localized damage in the frontal
lobe. This was not the case for dyslexic readers, who displayed no “hard” neuro-
logical signs.
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Conclusions

The experiments described consistently indicated that various groups of read-
ers at different ages can read faster than their routine self-paced reading rate.
And, importantly, reading at faster rates enhanced decoding accuracy and com-
prehension. These findings were exhibited across two languages and were more
pronounced among poor readers. These results have raised the possibility that
among readers at all levels, good and poor, young and adult, there is a discrep-
ancy between ability and performance in reading. That discrepancy appears
foremost in reading rate. In our experiments, the routine reading rates of read-
ers at all levels were found to be from 10% to 35% slower, on average, than the
reading rates they were capable of exhibiting under the acceleration manipula-
tion. The larger discrepancy appeared mainly among novice and dyslexic read-
ers, whose reading skills are not yet stabilized. Our data showed that the larger
the discrepancy, the larger the effect of the acceleration phenomenon on en-
hancement of the reading skills. Moreover, the fact that the acceleration phe-
nomenon also affected the reading performance of more advanced young
readers, as well as adult regular readers, strengthens the belief that readers at all
levels and ages do not routinely read at their highest possible level. The acceler-
ated reading rate may help to reduce some of the discrepancy between ability
and performance, thereby enhancing reading effectiveness. At the slower rate,
decoding accuracies were highest. The slow-paced condition may have allowed
subjects (mainly novice and dyslexic) more time for rehearsal and self-correc-
tion of decoding mistakes. However, under this condition, comprehension was
lowest. Lastly, the slow reading pace also reduced the amount of contextual in-
formation available in short-term memory and impaired reading comprehen-
sion. These strong and consistent findings raised a central question concerning
the basic cognitive mediating factors involved in the acceleration phenome-
non. Answering this question was the aim of the second project.

PROJECT 2: COGNITIVE MEDIATION
OF THE ACCELERATION PHENOMENON

As reading is a cognitive process that functions according to constraints on in-
formation processing, we proposed that several mediating cognitive factors
contribute to the positive effect of the acceleration phenomenon on reading
performance. These factors were studied systematically among young regular
and dyslexic readers (see also Breznitz, 2003b, for a review). The initial research
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dealt with attention span and reduction of distractibility during reading (Brez-
nitz, 1988). This was followed by two studies focusing on overcoming some of
the limitations imposed by short-term/working memory on reading (Breznitz,
1997a; Breznitz & Share, 1992). A fourth study focused on the ability to sur-
mount, to some extent, the effects of impaired word recognition skills (Breznitz,
1997a), and the final study focused on the idea of overcoming some of the
prosodic difficulties in reading (Breznitz, 1990).

Study 1: Attention and Distractibility

This study (Breznitz, 1988) was designed to examine the hypothesis that the ac-
celeration phenomenon reduces distractibility and increases attention capacity
for reading material. It was hypothesized that prompting children to read at
their maximal normal reading rate would improve their comprehension and
reading accuracy, even in the presence of proximal distracters. Participants in-
cluded 30 regular and 30 dyslexic readers in the fourth grade. In the first condi-
tion, subjects were tested with the basic acceleration manipulation. In the
second condition, the acceleration manipulation was run again while visual pic-
torial distracters were inserted into the reading materials. In both conditions,
subjects read the materials orally, and reading time, decoding errors, compre-
hension, and recall recognition tests of the distracters were measured.

As in previous studies, this study supported the effect of the acceleration
phenomenon under both reading conditions. No significant differences in de-
coding accuracy and comprehension were found among the regular readers
when comparing the two self-paced reading rates (with and without dis-
tracters). However, comprehension decreased significantly in the dyslexic
group when they read at the self-paced reading rate with distracters as com-
pared to the self-paced rate without them. Both groups were able to remember
the distracters in the self-paced reading rate condition, but only the regular
readers remembered the distracters in the fast-paced condition.

The regular readers were already at the advanced stage of mastering decod-
ing skills. For them, decoding words was already an automatic skill and they
could direct their attention to reading comprehension and simultaneously allo-
cate spare attention capacity to the visual distracters without interfering with
either their comprehension or decoding accuracy. The visual distracters cap-
tured the attention span of the dyslexics in the self-paced reading rate condition
and interfered with their reading skills. However, reading at an accelerated rate
helped the dyslexics to focus their attention on the reading materials, eliminat-
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ing distractibility and improving reading. Still, due to limited attentional re-
sources, they could not remember the distracters.

Studies 2 and 3: Short-Term Memory

Four experiments were conducted in each of two studies, one on regular readers
and one on dyslexics, to investigate the hypothesis that comprehension gains in
fast-paced reading can be attributed primarily to changes in short-term memory
(STM) functioning (Breznitz, 1997a; Breznitz & Share, 1992). Based on the
claim that the fast-paced manipulation increased the units (either number or
size) available in STM and thus enlarged the context in which the reading pro-
cess occurs, it was suggested that subjects engaged in fast-paced reading would
show significant performance gains on tasks sensitive to STM function. Two
groups of second graders participated in the studies, 23 regular readers and 23
dyslexics.

Experiment 1. The first experiment in each study assessed the influence of
the acceleration manipulation on measures more closely associated with STM
function, such as recognition and recall for semantic (propositional) content
and for exact wording. The texts were read in self-paced and fast-paced reading
rate conditions. For both groups of subjects, significant differences between the
self-paced and fast-paced conditions were obtained on all measures. Among the
regular readers, reading speed increased by 28%, reading accuracy by 48%, in-
ferential comprehension by 21%, and propositional recall by 29%. The two
measures closely related to STM functioning also showed significant improve-
ment. Recall of exact wording improved 24% and recognition 59%. For the dys-
lexics group, reading rate increased by 19%, reading accuracy by 28%, inferen-
tial comprehension by 26%, and factual content recall by 6%. No significant
gain for recall and recognition of exact wording was found. For the regular read-
ers, data suggested that the effects of the fast-paced manipulation occur primar-
ily through STM. In contrast, dyslexic children did not improve their memory
for exact wording in the fast-paced condition.

Experiment 2. This experiment examined memory for wording and word
order in sentences read in a fast-paced, as opposed to a self-paced, condition in
order to provide more explicit evidence for the STM hypothesis. Primacy and
recency effects were also examined based on the hypothesis that if the fast-
paced manipulation operates primarily through STM, then recall of the last
(most recent) item should show a greater fast-paced advantage than recall of
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the first (primacy) item, because recency effects are more dependent on STM.
For both groups of subjects, significant gains for speed, accuracy, and compre-
hension (as measured by propositional recall) were revealed in the fast-paced
condition. Among the control groups, equal gains were shown for measures of
item and order recall. These powerful effects on STM-sensitive measures sup-
port the view that improvements in reading comprehension obtained through
fast reading result from an increase in the number of elements being held in
STM. With respect to recency and primacy, improvement in recall of the pri-
macy items was negligible, whereas recall of recency items doubled in the fast-
paced condition.

The dyslexic readers showed significant gains only in forward recall order on
the measures of item and order recall. These results support the view that,
among dyslexic children, improvements in comprehension obtained with fast-
paced reading can result from an increase in the number of elements being held
in STM. In addition, the increased forward recall performance among dyslexics
may indicate a reliance on contextual information. Regarding primacy and re-
cency, the data indicated that dyslexic children recalled more primacy than re-
cency elements during both fast- and self-paced conditions. To the extent that
recall of recent items is relatively more dependent on STM processes than recall
of primacy items, these results fail to support the view that the fast-paced ma-
nipulation operates among dyslexics directly through STM processing.

Experiment 3. This experiment was designed to directly compare memory
for wording with memory for semantic information. If the fast-paced manipula-
tion works primarily through STM, then an interaction would be expected be-
tween memory condition (semantic vs. wording) and pace condition, with fast-
paced reading producing relatively more accurate detection (i.e., fewer false
alarms) or wording than semantic changes. The results suggested that among
the regular readers in the self-paced condition, correct identification of the un-
altered version was superior in the semantic condition. Thus, subjects were
more often fooled by a substitute word that preserved meaning than by mean-
ing-altering changes. This replicates the well-established finding that semantic
memory for text is superior to memory for surface features. The fast-paced con-
dition produced significant gains in memory for wording but not in memory for
semantic information. Among the dyslexic readers in both the self- and fast-
paced conditions, correct identification of the unaltered version of the passage
was superior in the wording conditions than in the semantic wording condi-
tions. Thus, the dyslexic children were more often fooled by meaning-altering
changes than by words that preserved meaning. These results are the reverse of
those found among normal novice readers
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Experiment 4. In the fourth experiment, subjects were given a target item
from the text they had just read aloud and asked to recall the items immediately
preceding and following the probe. We hypothesized that the fast-paced manip-
ulation would produce significant improvements in recall relative to self-paced
reading in both groups of subjects. As predicted, the regular readers recalled
more items in the fast-paced condition. The dyslexic children recalled more
prior words than subsequent words during self- and fast-paced reading, which
indicates that the recall of items among dyslexic readers is related to context.

In sum, results from the regular readers in all experiments provided strong
evidence for the hypothesis that the fast-paced manipulation operates primarily
through STM functioning. The magnitude of the gains suggests that the fast-
paced manipulation was operating specifically on the STM component of the
reading process. With regard to individual differences, there is a tendency for
subjects with smaller STM spans to benefit more from the experimental manip-
ulation. The fast-paced phenomenon can be regarded as strong support for the
causal role of STM functioning in reading. However, results suggested that
STM functioning among dyslexic children was only facilitated when reliance
on context was feasible, as opposed to normal novice readers, who showed siz-
able gains on STM tasks that were free of context effects. In addition, the find-
ings also suggested that STM resources might be used in a different manner
among dyslexic readers, who depend more on sentence content to deduce
meaning. Although this strategy is not cognitively economic in terms of engage-
ment of limited resources, it may offer a means of lexical access that is ineffi-
ciently achieved through phonological or orthographic codes.

It is conceivable that for context dependent dyslexic readers, acceleration
induces postlexical text integration processes (improvement in WM [working
memory] responsible for short-term processing functions), whereas for novice
readers a fast pace may enhance prelexical word identification processes (in-
creased efficiency in STM responsible for passive storage functions). Thus, the
effects of reading acceleration may enhance processing operation among dys-
lexics and it may increase capacity for normal readers. A fast reading pace might
improve the reading effectiveness of dyslexic readers by facilitating the interac-
tion between short- and long-term memory storage functions through in-
creased WM activity. An additional possibility is that WM may act as a coordi-
nating mechanism for information arriving from each of the subsystems
involved in the reading process (phonological, orthographic, and semantic).
Fast-paced reading may improve this coordination by forcing information to ar-
rive in WM more quickly, thereby creating a situation in which corresponding
information from the three subsystems is present simultaneously.
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Study 4: Overcoming Phonological Impairment

In the fourth study (Breznitz, 1997b), an attempt was made to reduce the effect
of a basic phonological deficit at the core of dyslexics’ word recognition prob-
lems using two independent and mutually supporting methods: reading acceler-
ation and auditory masking.

Auditory Masking. Interference in the auditory channel might obstruct
the use of phonological codes during reading and encourage dyslexic readers to
use alternative, less impaired information. As the phonological system is pre-
sumably intact in control readers, its masking might actually reduce their read-
ing effectiveness. As indicated by previous results, the dyslexics benefited from
acceleration, particularly in terms of improved comprehension, although to a
lesser degree than normal controls. The rationale behind the auditory masking
manipulation was based on the notion that one method of reducing the reliance
of dyslexic children on their impaired phonological skills is to overload it with
task-irrelevant information. As expected, auditory masking was somewhat det-
rimental for normal readers, who were deprived of an effective information-
processing route. In the case of dyslexic readers, however, even in the self-paced
condition, auditory masking significantly decreased all types of oral reading er-
rors, increased their reading speed and, indirectly, the beneficial effects of ac-
celeration.

Auditory masking during fast-paced reading interferes with the performance
of normal novice readers who depend primarily on their effective phonological
processing during word recognition. It appears that although they have suffi-
cient spare capacity in the self-paced condition to overcome the extra load on
the auditory channel, the combination of masking and reading acceleration im-
pedes their capabilities. It is possible that both acceleration and auditory mask-
ing effectively altered the distribution of processing resources among phonolog-
ical, orthographic, and semantic processing systems. This may have led to some
changes in processing within and between the systems and between the two
groups. The analysis of decoding errors lends further support to the notion that
both auditory masking and acceleration, separately and in combination, re-
duced the dyslexic children’s reliance on the phonological route.

Study 5: Vocalization

This study (Breznitz, 1990) examined the relative sensitivity of various tempo-
ral features of reading to increased reading rate. The main objective was to de-
termine whether or not increased input rate would lead to increased output rate
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(vocalization–utterances). Would the subject speak faster, or would the output
rate remain stable when the pauses between utterances became fewer or
shorter? Seventy-six first-grade subjects participated, all of whom were tested
with the acceleration manipulation. Oral reading time, decoding accuracy, and
comprehension were measured. In addition, oral reading times were recorded
and analyzed by an analog-to-digital conversation analyzer (automatic vocal
transaction analyzer, AVTA). Two temporal parameters were derived from the
AVTA: a vocalization unit (a segment of sound uninterrupted by any discern-
ible silence) and a pause (a silent segment bounded by vocalizations). Vocaliza-
tion time and pause time were examined to determine the changes in each
when subjects were prompted to read faster than their own natural pace. Re-
sults indicated that during self-paced reading, 45% of the total reading time was
taken up by vocalization and 55% was consumed by pauses. During accelerated
reading, both vocalization and pause time decreased significantly. However,
pause time decreased to a greater extent. During fast-paced reading, subjects
made fewer and shorter pauses, spoke faster, and tended to speak in longer
units. It is plausible that the “good pauses” (i.e., those conducive to adequate in-
formation processing and comprehension) were retained during fast oral read-
ing, and the less necessary pauses were eliminated.

CONCLUSIONS

According to our argument, reading rate is the central factor in fluent word
reading. When it is perceived as a dependent variable, the focus ought to be on
the underlying processes that bring about a fast and fluent reading rate, namely,
accuracy and comprehension. However, when reading rate is viewed as an inde-
pendent variable that itself influences the quality of reading, the central focus
should shift to the way in which it affects accuracy and comprehension. This
suggests a further in-depth investigation of the underlying causes that deter-
mine reading rate as an independent factor enhancing word decoding effective-
ness. The second and the third sections of this book present this notion.

Viewing the data of our research projects, several results emerge that require
specific attention. First, our data have consistently revealed a discrepancy be-
tween reading rate ability and the actual self-paced reading rate in most readers.
When pushed to read faster under the acceleration manipulation, our subjects
not only operated at a faster reading rate but they also improved their decoding
accuracy and comprehension. Two questions thus arise. Why is there such a
discrepancy even among good readers? And why was a faster reading rate not
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automatically maintained without manipulation, given that its benefits are
clear and substantial?

Perfetti’s (1985, 1997) verbal efficiency theory suggested that the quality of
the various components that are activated in reading is crucial for reading effec-
tiveness. Many researchers (e.g., Adams, 1990; Perfetti, 1997, for a review)
agree that decoding accuracy is crucial for good reading. In order to achieve
good word decoding among students, teachers commonly tend to slow down
students’ reading rate (Breznitz, 1981). Over the years, the brain acquires these
kinds of reading habits. With maturation, there is a natural increase in reading
rate. But, due to bad habits, few readers reach their optimal rate. Moreover, be-
cause reading requires the processing of information in particular brain modali-
ties and systems that were originally developed for other tasks, it has to adopt
the operational mode of these brain entities. Generally speaking, a more accu-
rate or cautious process typically implies a slowing down of any brain activity.
However, in the case of reading, a better performance requires, first, the timely
arrival of inputs from each of the various sources and, second, the synchroniza-
tion of inputs between these sources. In other words, reading is an inherently
time-constrained activity. Paradoxically, therefore, a faster—not slower—SOP
in the brain entities activated in reading is likely to be crucial for effective read-
ing performance in general and for fluent word reading rate in particular. This
hypothesis is explored in the following chapters.
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Researchers agree that effective decoding of print is a prerequisite for reading
comprehension (Adams, 1990). Effective word decoding is determined by ac-
curacy and flow. These are believed to be achieved only when word recognition
skills become automatic—that is, without much conscious effort (LaBerge &
Samuels, 1974). The contribution of automaticity to fluent reading is widely
seen to be crucial. The Committee of the Health Council in the Netherlands
(Gersons-Wolfensberger & Ruijssenaars, 1997; Snowling, 2000) recommended
a new working definition of dyslexia, which includes the following conditions:

1. It should be descriptive, with no causal explanations.
2. It should be specific enough to recognize dyslexia among a variety of read-

ing and spelling problems.
3. It should be general enough to allow for a variety of causal explanation

models.
4. It should be applicable to research objectives and suitable for interven-

tion.

This led to the following working definition: “Dyslexia is present when the
automatization of word identification (reading) and/or word spelling does not
develop, or does so very incompletely or with great difficulty” (Health Council
of the Netherlands). In this definition, the term automatization refers to reading
and writing styles characterized by a high level of speed and accuracy that re-

3

Automaticity in
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quire a small amount of deliberately allocated attention resources. The follow-
ing sections focus on the contribution of attention and automaticity to fluent
reading.

CHARACTERISTICS OF AUTOMATICITY

People perform many actions automatically, with little effort or conscious
thought. The automaticity evident in perceptual-motor skills extends to cogni-
tive skills such as reading. Researchers have composed various lists of charac-
teristics that define automaticity (Posner & Snyder, 1975; Schneider, Dumais,
& Shiffrin, 1984). Logan (1997) presented four characteristics that are com-
mon to most of these lists, as well as significant in definitions of automaticity:
speed, effortlessness, autonomy, and lack of conscious awareness.

The development of automaticity is characterized by an increase in speed.
Learning curves for tasks that become automatized show that performance be-
comes faster and more accurate with practice, with most gains being made at
the beginning and the magnitude of the gains diminishing with further practice.
Thus, performance follows a power law stating that reaction time will decrease
as a function of practice until a certain irreducible limit is reached (Logan,
1997). Accordingly, although the first few trials exhibit a dramatic improve-
ment, with more practice, a much larger number of trials will be required to cre-
ate a significant change in speed (Logan, 1988b, 1992). This illustrates the rela-
tivity of the speed characteristic of automaticity.

Dual task interference has been used in studies attempting to demonstrate
that automaticity also involves effortlessness. The underlying assumption is
that if two processes can be accomplished simultaneously, without leading to
any interference, then at least one of the processes is automatic (Logan, 1978,
1979; Schneider & Fisk, 1982, 1984). Studies have shown that effortlessness is
a criterion of automaticity in reading. For example, using a dual task paradigm,
Posner and Boies (1971) found that skilled readers automatically decode let-
ters. Automatic processing is also considered to be autonomous in that it can
begin and end without intention (Zbrodoff & Logan, 1986). The Stroop effect is
commonly used to demonstrate this. This effect occurs when subjects are asked
to name the color of the ink in which names of colors are written. Subjects take
longer to name the color of the ink if the written word spells the name of a differ-
ent color (e.g., RED written in blue ink) than if the word name and the ink are of
the same color (e.g., RED written in red ink). This phenomenon is interpreted
as evidence for autonomous reading of the color word, even in situations where
such reading is unnecessary and makes the task more difficult. It has been
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shown that interference in the Stroop task increases as children learn to autom-
atize words. For example, Schiller (1966) found that first graders showed less in-
terference on the Stroop task than second graders, who had more developed
reading skills. Automatic processes are not always characterized by all the prop-
erties described earlier, and for each process, one property may be more devel-
oped than the rest. This view of automaticity maintains that different properties
may change at different rates, leaving the less practiced or impaired reader with
a process that may continue to be effortful and dysfluent (Logan, 1997).

THEORIES OF AUTOMATICITY

Limited Capacity

The connection between automaticity and decoding was noted in the influen-
tial LaBerge and Samuel model of reading. LaBerge and Samuels (1974) pre-
sented a general theory of automatic processing in reading. They outlined a
basic limited-capacity argument, which holds that reading is a complex skill in
which simultaneous word recognition and comprehension are possible only
when they present a combined cognitive demand that does not exceed the
reader’s available resources. Furthermore, LaBerge and Samuels held that
automaticity in word recognition develops through practice, because practice
decreases the attention requirements for word recognition, freeing up limited
cognitive resources to process meaning. In nonfluent readers, a single process
alone might require the full extent of cognitive resources. In such cases, when
word recognition uses up all of the reader’s cognitive resources, other compo-
nent processes of reading, such as comprehension, cannot be processed simulta-
neously. LaBerge and Samuels argued that when faced with the task of both
recognizing and comprehending words, unskilled readers switch attention back
and forth between these two processes. Such attention switching is slow and
burdensome for memory, and it interferes with comprehension. They proposed
that repeated practice could lead unskilled readers to increased efficiency and
automaticity.

Perfetti and Hogaboam (1975) showed that poor comprehenders differ from
good comprehenders in the speed at which they decode single words, with good
comprehenders reading words faster, especially words that are unfamiliar and
low in frequency. They concluded that poor comprehenders lack automatic
word identification skills and they proposed a “shared limited capacity hypothe-
sis,” according to which the available memory capacity is limited for perform-

38 CHAPTER 3

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



ance of two tasks simultaneously: word recognition and comprehension. The
automaticity of word identification allows the mind to deal with higher order
linguistic skills important for comprehension. The term bottleneck was used to
describe the problem that arises as a result of sharing a limited resource.

Posner and Snyder (1975) similarly employed the idea of limited capacity.
Their two-process model of cognitive expectancies formats the time course and
facilitative/inhibitory patterns of two expectancy methods. One is a capacity-
demanding conscious mechanism, whereas the other is a resource-free auto-
matic priming mechanism. The conscious attention mechanism is thought to
cause both inhibition and facilitation of unexpected signals. In contrast, the au-
tomatic process is thought to facilitate the processing of related signals, but not
to inhibit the processing of unrelated signals. Mackay (1982) argued that prac-
tice under consistent conditions leads to an increase in firing between the nodes
in an existing neuronal framework, which in turn causes gains in speed and ac-
curacy. This strength theory concludes that automaticity is the result of con-
nections made stronger and easier to follow due to repetition.

Shiffrin and Schneider (1977) provided further support for the idea that au-
tomatic processing develops as a result of practice with consistent stimulus–re-
sponse relations. They believed that without consistency, automaticity could
not develop, and the degree of automaticity depends on the extent of consis-
tency (Schneider & Fisk, 1982). Shiffrin and Schneider’s theory of automaticity
includes two modes of information processing. One is controlled processing and
refers to a set of operations that are under conscious control, require active at-
tention, and are limited by capacity. Such processes are thought to operate in
new situations where stimulus–response relations are prone to variability. The
second mode is automatic processing, which is fast, often insensitive to capacity
limits, and very difficult to modify once initiated. Shiffrin and Schneider saw
the Stroop effect as reflecting a difference in processing speed, with word read-
ing being the faster and more automatic process and color naming being the
slower, controlled process. Such differences in processing speed suggested by
Stroop interference are consistent with their distinction between controlled
and automatic cognitive processes.

J. D. Cohen, Dunbar, and McClelland (1990) preferred to view automaticity
as a continuum rather than a dichotomous activity. In their view, different tasks
exist along a processing continuum depending on the degree of automaticity of
each task. They claimed that as a continuous process, automaticity in perform-
ing a task is subject to attention control. They designed a parallel-distributed
processing (PDP) model of the Stroop task that incorporated the concepts of
relative speed of word and color processing and automaticity. According to J. D.
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Cohen et al. (1990), the Stroop effect can be captured in a relatively simple
connectionist network that assumes that the weights of the connections among
color and word pathways vary on the basis of differing levels of experience with
these two processing dimensions. With experience, the connections gain more
weight, and processing becomes more automatic. In addition, the J. D. Cohen et
al. model nicely captures many Stroop phenomena, including the asymmetry
between facilitation and interference, stimulus onset asynchrony effects, prac-
tice effects, and response set effects. This theory is consistent with the ideas of
LaBerge and Samuels (1974), Shiffrin and Schneider (1977), and Mackay
(1982), implying stronger connections as the cause of faster processing speed.

Strengthened connections are also part of the explanation for automaticity
in J. R. Anderson’s (1992) ACT theory, which argues that production rules that
specify the steps of cognition control all cognitive behavior. Three learning
processes are incorporated in the ACT theory. The first is decoding of knowl-
edge derived from experience. Such knowledge is saved as facts in memory and
is called declarative knowledge, which is not specific for any particular use or goal.
In contrast, production rule knowledge is committed to a certain use. The second
stage of learning involves the gradual proceduralization of declarative knowl-
edge into automatic production rules, which capture the procedural knowledge
on how to achieve specific goals. The third learning process involves strength-
ening the production rules and the declarative facts. Anderson noted that a
production is automatic to the degree that it is strengthened each time it is used,
and it receives the same increment of strength each time it is practiced. Further-
more, he showed that his theory is applicable not only to motor tasks, but to a
range of cognitive skills, including geometrical reasoning and development of
language and letter recognition. Anderson’s mechanism can also be perceived
as a chunking theory, because it collapses several tasks onto a single step. New-
ell and Rosenbloom (1981) also offered a chunking theory, wherein stimulus
and response elements are chunked. This enables complex stimuli to be per-
ceived and responded to as single, rather than complex, units. Thus, due to the
reduced number of steps involved in processing, the cognitive load is reduced.
This makes the task less effortful, and the response faster and more automatic.

Modularity

The notion of limited attention processes and capacity, as initially presented by
LaBerge and Samuels (1974), has been incorporated into many theories of
automaticity. However, Stanovich (1990) offered another view of the mecha-
nisms driving automaticity. Stanovich pointed out the merits of viewing
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automaticity of reading from a modular perspective, in which independent, au-
tonomous expert processing systems control the identification of words. These
systems are designed to perceive and retrieve the appropriate information and
to direct information processing. Whereas the limited capacity models empha-
size the amount of processing resources used by a certain task, the modular ap-
proach emphasizes the quality and efficiency of actual processing. In the
modular approach, each perceptual cue is directed to the appropriate process-
ing system. This allows the independent processing centers to equip themselves
only with the information relevant to their function. Such increased efficiency
in processing, Stanovich claimed, leads to the construction of a high quality
representation in memory. This encapsulation process essentially explains
automaticity as a memory phenomenon. Due to the accuracy and precision of
the stimuli, access to representations in memory is seemingly effortless and im-
mediate (Stanovich, 1990). Studies of context dependency support the modu-
larity theory. Such studies show that unskilled readers are more dependent on
context than skilled readers (Nicholson, 1991; Stanovich, 1986b). Presumably,
this is because the word recognition skills of skilled readers are so good that they
need not rely on context, whereas unskilled readers must rely more on context
due to underdeveloped word identification skills (Nicolson & Tan, 1999).
Thus, good readers have high-quality word representations, which, as modular-
ity theory predicts, operate independently of higher level processes so that they
are not subject to the influences of context. Similarly, this theory is also sup-
ported by research showing that reliance on higher level processes, such as pre-
diction and guessing, is more typical of poor than of skilled readers (Nicholson,
1991).

Logan (1988a, 1997) also emphasized the notion of automaticity as depend-
ent on memory processes and advanced the concept of increased specificity of
function in automaticity. He suggested episodic memory as the primary learning
mechanism responsible for automaticity. Logan proposed that a separate mem-
ory trace is laid down with each experience of a task. This trace can be retrieved
if the task is repeated. A task-relevant knowledge database is built with increas-
ing practice, which comprises more and more instances in memory. Logan
claimed that automaticity is achieved when performance is based on the re-
trieval of memory traces of past solutions to relevant problems and not on algo-
rithmic computations based on thinking or reasoning. He posited that with
each exposure to a stimulus, the algorithm competes with each memory in-
stance, in parallel and independently. The response given depends on the win-
ner of this race. When the knowledge base becomes large enough, performance
can come to be based entirely on memory retrieval. With more memory epi-
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sodes, the probability that one will win the race increases until the algorithm
can be abandoned entirely. Speed and effortlessness of automaticity result be-
cause memory retrieval is faster than algorithmic retrieval and involves fewer
steps.

AUTOMATICITY AND READING

Before proceeding to our discussion of the role that automaticity plays in read-
ing, it is useful to differentiate between higher order and lower order processing
(Spear & Sternberg, 1987). Lower order, or bottom-up, processing is data
driven. Reading processes that rely heavily on lower order processing include
letter identification and word recognition. On the other hand, higher order, or
top-down, processing is concept driven. When one begins to read, reading com-
prehension is dependent on the success of lower order processing and word
identification, but as competence is gained, reading comprehension comes to
be explained more by higher language competence than by word identification
skills (Perfetti, 1985). This progression from lower level to higher level proc-
esses was outlined by LaBerge and Samuels (1974) in their model of the stages of
perceptual learning. In the first stage, time and effort are spent mostly on the de-
tection of relevant features. In reading, this stage involves turning the majority
of effort and attention to the recognition of letters and their association with
phonemes. At this stage, performance is accurate but very slow. In the next
phase, mastery is reached through practice. This is the utilization stage, wherein
familiar words are recognized as single units and performance is very close to
perfectly accurate, although still slow. During the last phase, the skill is prac-
ticed to the point where it can be performed without conscious concern. It is at
this third stage that full automaticity is reached. In terms of accuracy and speed,
the model suggests that full accuracy will be mastered during the second stage,
whereas speed will increase throughout the phases, ending at an asymptote.
Consequently, upon completion of the phases, performance is characterized by
both rapidity and accuracy. According to the LaBerge and Samuel’s model,
automaticity occurs first at the letter coding level, and only then at the spelling
and word levels.

Other models of reading acquisition and automaticity recognize that word
reading involves an interaction between orthographic, phonological, and se-
mantic systems (Bowers & Wolf, 1993). It has been posited that the effortless
and automatic recognition of letters, letter patterns, and whole words is a criti-
cal factor in the development of fluent reading (Adams, 1990). A child must
learn that each letter represents a sound, in a process aided by knowledge of let-
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ter names. When the child knows the letter names and is able to retrieve them
quickly, then more attention can be devoted to letter sequences. This enables
the child to build up an orthographic pattern. When this pattern is further asso-
ciated with a sound, then a phonological-orthographic connection is con-
structed, enabling the child to further recognize and remember words. Thus,
rapid processing at each level is what enables the child to progress to the level of
rapid word recognition. Readers following a normal progression are able to de-
velop letter cluster codes automatically while they attend to the specific letter
sequence that corresponds to a specific subword sound unit. This helps to in-
crease the speed with which they recognize familiar words. Thus, readers are de-
pendent on orthography for phonological processes and on phonology for prop-
erly recognizing orthographic clusters. Consequently, a disability in word
reading may result from a failure of the orthographic or the phonological code to
develop, as well as from a failure of the codes to connect or to do so in a tempo-
rally appropriate manner (Berninger, 1990). Studies have shown that first grad-
ers who achieved more automaticity in letter naming also learned more words
and recognized those words more quickly than did poor readers, who achieved a
lesser degree of automaticity (Blachman, 1984).

Speed of word recognition is also acknowledged as an important indicator of
automatic reading (Perfetti, 1985). Bowers and Wolf (1993) found that many
subjects with slow word reading speed exhibit naming speed deficits and they
hypothesized that slow naming speed can be seen as an indication of disruption
in one or more of the processing domains that are activated in word reading or
in the precise timing mechanisms that operate within particular domains or
across them. They posited that such disruption might affect the automatic in-
duction of high quality orthographic codes, as well as their rapid connection to
phonological representations.

THE IMPORTANCE OF AUTOMATIC DECODING

LaBerge and Samuels (1974) cited two criteria for measuring reading skill de-
velopment: accuracy and automaticity. They claimed that the development of
decoding skill to the point of automaticity is essential. According to their the-
ory, fluent reading is only attained when all decoding levels, from visual to se-
mantic, work automatically, so that attention is free to produce meaning. One
of the reasons for the mounting interest in the word recognition process is the
consistent finding that word recognition development is involved in improving
comprehension (Calfee & Piontkowski, 1981; Stanovich, 1985; Young, Bowers,
& MacKinnon, 1996). To understand how word recognition skill influences
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other reading processes, comprehension included, the components of word rec-
ognition, accuracy, and automaticity must be explored.

Although achieving accuracy in word recognition is an important milestone
in reading (Wolf, Miller, & Donnelly, 2000), it is not the only skill that deter-
mines reading ability and it is not sufficient to attain reading fluency. Without
fluency, it is possible that comprehension will not be achieved. Thus, to become
proficient readers, children not only need good phonological representations of
words, but they must also be able to process these words quickly and with mini-
mal resources. Once words can be processed with a high level of accuracy, fast
speed of processing is the next stage of reading development on the way toward
automatic reading, which is the final stage of effective word processing (Ehri &
Wilce, 1983; LaBerge & Samuels, 1974).

Automatic processing of words enables allotment of attention to higher
processes and acts as a basis for better comprehension (Yap & Van der Leij,
1993b). According to Samuels and Flor (1997), the reading process requires
fast and accurate decoding (see also Stanovich, 1993) and simultaneous com-
prehension. Thus, readers who have attained automaticity in decoding pro-
cesses can allot attention resources to comprehension and expression. A fluent
reader is one who can perform a number of tasks, such as word recognition and
comprehension, simultaneously. Typically, readers arrive at this stage of skill
acquisition after a long period of practice, including repetitive exercising of
reading skills. As such in the normal course of reading, speed and accuracy can
be considered to be tightly connected constructs, both of which are crucial for
effective automaticity in word reading.

On the one hand, automaticity is presented as resulting from the efficiency of
reading skills that are tested using processing speed and accuracy. On the other
hand, it can be claimed that automaticity is a general cognitive trait, which
therefore relies on the processing efficiency of the basic systems involved in the
reading process. The main argument in this book is that accurate word recogni-
tion relies, among others, on the speed of processing of the modalities and sys-
tems activated during reading and their synchronization. This also contributes
to the development of automatic processes in information processing. Thus, it
can be maintained that automaticity tested by the processing speed of the afore-
mentioned skills also stems from the speed of processing of the modalities and
systems involved in this activity. As word recognition relies on processing in the
visual and auditory modalities, the speed of processing of these systems and
their synchronization constitutes a crucial factor for the development of auto-
matic word recognition. Consequently, automaticity can not only be presented
as a dependent variable relying on the quality of the systems activated in read-
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ing, but also as a variable influencing the quality of word retrieval from the lexi-
con as well as comprehension.

DYSLEXIA AND AUTOMATICITY

Studies have demonstrated that dyslexic children process words slowly (Lovett,
1987), and this speed deficit extends beyond printed words to a more general
deficit in retrieving names of visual objects, colors, digits, and letters (Bowers &
Swanson, 1991; Denckla & Rudel, 1974; Wolf, Bally, & Morris, 1986). Such
studies indicate a problem in dyslexics that is not only related to decoding, but
may also arise from poor automaticity of lower order reading skills, such as name
retrieval ability. Dyslexics also tend to have poorly automatized motor balanc-
ing skills, leading to the claim that dyslexia is caused by an automatic processing
deficit that hinders skill acquisition in general (Nicolson & Fawcett, 1990).
This, along with the fact that automatic skills and phonological awareness con-
stitute two separate skills (Bowers & Swanson, 1991), led Yap and Van der Leij
(1993b) to investigate whether dyslexics have a deficit in automatic phonologi-
cal decoding skills. They compared the performance of dyslexics to that of nor-
mal readers and poor readers on tests of varying phonological requirements and
of automatic processing. On the explicit phonological task, dyslexics showed a
deficit in automatic phonological decoding, whereas poor readers’ responses re-
sembled normal readers. When phonological processing requirements were
simpler, dyslexics showed a deficit in automatic word processing. The more de-
manding the task became with respect to phonological processing, the poorer
dyslexics performed on the speeded condition, which was a measure of
automaticity. Thus, Yap and Van der Leij (1993b) concluded that dyslexics not
only have qualitatively poor phonological representations, they also have se-
vere problems with rapid, automatic processing of phonological information. In
light of the theory presented here, the source of the slowness of dyslexic readers
in automatic processing of phonological information can be explained as an
outcome of slow speed of processing of the phonological system itself.

Van der Leij and Van Daal (1999) further tested their automatic decoding
deficit hypothesis in a study in which students with dyslexia were expected to
show slower response latencies than chronological age controls, even for accu-
rately read words of high frequency. They explored whether the slowness of
processing is also apparent at the level of sublexical units and when reading
nonwords. Students with dyslexia were found to process highly familiar words
more slowly than nondisabled students their own age. This speed limitation ex-
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tended to many other orthographic stimuli, resulting in response latencies that
were comparable to or worse than those of younger readers. This was taken to
indicate that the reading of dyslexics, even when carried out accurately, does
not reach the level of the relatively attention-free automaticity seen in normal
readers. Thus, the automatization of dyslexics’ reading skills is deficient, as ex-
pressed in slowness even when reading words that are familiar and accurately
read. The explanation of Van Daal and Van der Leij relies on a theory of dys-
lexia as an automatization deficit specific to phonological decoding skills. How-
ever, the fact that dyslexics are slow even when accurately reading familiar
words suggests additional causes for their lack of automaticity in word reading.
Along this line, Nicolson and Fawcett (1990, 1993a) proposed that children
with dyslexia have a general deficit in automatizing skills. Their dyslexic autom-
atization deficit (DAD) hypothesis claims that dyslexics have trouble acquiring
fluency both in reading and in other areas, such as cognitive and motor skills.
They posited that dyslexia is not necessarily unique to one modality, but can be
expressed across several different modalities. Nicolson and Fawcett further pro-
posed that dyslexics can mask or hide their impairments in basic skills through
“conscious compensation” and they contended that dyslexic children can
achieve normal performance on a wide range of tasks by simply committing a
large part of their attention resources to the task at hand. Because they work so
hard, the hypothesis predicts that dyslexic children will get tired more easily
and will be more susceptible to stress, and their performance will break down
during resource-intensive tasks.

To demonstrate the scope of the automatization deficit, Nicolson and
Fawcett compared dyslexic and normal readers across a series of motor balance
tasks, which should be automatized and have little connection to reading skills
(Fawcett, Nicolson, & Dean, 1996; Nicolson & Fawcett, 1999). Dyslexic sub-
jects performed at the level of age-matched controls on baseline tasks, such as
simple balancing. However, they showed impaired performance as the tasks be-
came more complex. On a selective choice reaction time task, there were differ-
ences in speed between the dyslexic and control groups, whereas on simple re-
action time tasks no such difference was detected. In addition, when the
subjects were asked to perform a dual task that included balancing as the pri-
mary task and a task that required attention (counting backward, auditory
tasks) as the secondary task, the performance of dyslexic subjects deteriorated.
The control subjects showed no balance deficit, indicating automatization of
balance. The DAD theory has been challenged based on several unsuccessful
attempts to replicate Nicolson and Fawcett’s findings. Yap and Van der Leij
(1994) found support for the automatization deficit in only one of two dual task
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conditions. Wimmer et al. (1998) and Stringer and Stanovich (1998), however,
reportedly did not find any supporting evidence for the DAD hypothesis.

The longer processing time among the dyslexics in more complicated tasks
requiring the processing of information from more than one source points to an
additional factor underlying automaticity in word reading. When a task re-
quires information from more than one source, the speed at which the informa-
tion is processed at each source and the speed of synchronization between the
various sources are both likely to be crucial in order to achieve automaticity.
Automatic retrieval of words requires a stable representation of word patterns
in the mental lexicon. A potential explanation for the lack of stable word pat-
terns in the mental lexicon among dyslexic readers is that information from the
various entities activated during reading does not arrive on time for a proper in-
tegration to occur. This is the asynchrony hypothesis, which is dealt with in
chapters 8, 9, and 10.

Cerebral Involvement

Fawcett et al. (1996) suggested that phonological impairments may be a prod-
uct of cerebral impairment. Specifically, they raise the possibility that mild cere-
bral impairment may lead to limited articulatory control, which causes difficulty
in building up phonological representations as well as problems with more com-
plex motor tasks. Nicolson and Fawcett (1999) further developed this cerebral
deficit hypothesis. They pointed to the deficits in motor skills and automatiza-
tion seen in dyslexics as a strong indication of cerebral involvement, based on
recognition of the cerebellum as an area responsible for motor functioning. The
cerebellum has also been claimed to be involved in the automatization of motor
skills, as well as in adaptive learning control (Ito, 1984, 1990). Nicolson and
Fawcett cited a PET study in which cerebral activation was associated most ex-
tensively with new learning and with the process that makes motor tasks auto-
matic (Jenkins, Brooks, Nixon, Frackowiak, & Passingham, 1994). They
claimed that the cerebellum is linked not only with the frontal motor area, but
also with areas further in the frontal cortex, such as Broca’s area. They also pre-
sented evidence that the cerebellum is involved in language as well as motor
functions, citing a study by H. C. Leiner, A. L. Leiner, and Dow (1989, 1993)
that implicates the cerebellum in language dexterity, advancing the proposition
that the cerebellum is involved in the automatization of skills, be they motoric
or cognitive. Studies using various brain imaging techniques (Aksoomoff &
Courchesne, 1992; Decety, Sjoholm, Ryding, Stenberg, & Ingvar, 1990;
Paulesu, Frith, & Frackowiak, 1993; Roland, Eriksson, Widen, & Stone-
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Elander, 1989) also support the notion that the cerebellum is involved in cogni-
tive activities.

Nicolson and Fawcett claimed that the cerebellum has a role in the execu-
tion and automatization of motor skills, as well as a possible role in the
proceduralization of cognitive skills. H. C. Leiner et al. (1989) pointed out that
the cerebellum improves the performance of those areas to which it is linked by
two-way neural connections. They noted that as the cerebellum has bidirec-
tional ties to Broca’s area, it is likely to be involved in improving language dex-
terity, which has both mental and motor components. The cerebellum may
have the ability to support the development of a cognitive skill by using its tim-
ing and error analysis mechanism (Ito, 1990). A cerebral deficit could also ac-
count for the difficulties in spelling and handwriting experienced by dyslexics.

In explaining the validity of their hypothesis, Nicolson and Fawcett (1999)
purported that the link between cerebral impairment and dyslexia is to be ex-
pected, as reading is a complex task requiring automatization and combination
of its component skills. Although their performance may appear normal, closer
examination of readers with cerebral impairment can reveal subtle deficits in
fluency. Nicholson and Fawcett further offered a causal chain that explains the
manner in which cerebral impairment may cause deficits in reading processes.
They indicated it will first present itself in childhood as a mild motor difficulty
and then as slowness in speaking and babbling, as well as decreased dexterity. If
readers with cerebral impairments are less fluent in articulation, then they have
fewer resources for processing sensory feedback, placing them at a disadvantage
in the processing of auditory and phonemic structures of spoken words.

CONCLUSIONS

Several researchers have suggested that a lack of automaticity in word reading
may lead to dysfluency in reading. The National Institute of Child Health and
Human Development (2000) viewed fluency as “the freedom from word recog-
nition problems that may prevent comprehension,” and automaticity as “fluent
processing of information requiring little effort or attention” (p. 7; see also Har-
ris & Hodges, 1995). The terms automaticity and fluency overlap in the litera-
ture, as both are based on accurate repetition and practice. Researchers
typically use the term fluency to denote a variety of specific linguistic processes
including reading. With respect to reading, fluency refers specifically to the per-
formance of word reading. However, the term automaticity can be presented as a
broader concept, including a wide variety of behaviors ranging from motoric
skills to cognitive skills. Seen in this way, automaticity incorporates a larger
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number of underlying factors that contribute to the development of linguistic
skills such as fluent word reading rate. However, according to the view of this
book, a primary factor for enhancement of automaticity in word reading is the
speed at which the modalities and systems process information when decoding
words. Without a certain level of SOP in these components, no word forms can
be created and no substance for the automaticity process can be available. At
this level of analysis, automaticity and word decoding rate share common fac-
tors. This idea is elaborated in later chapters of this book.
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Different studies have pointed to the importance of spoken language in the
acquisition of reading. Much of the research has focused on the importance of
phonology and its contribution to correct reading. Within the bounds of the
relation between spoken and written language, there exists an additional
channel that focuses on prosody in language. Prosody refers to the aspects re-
lated to the chronometrics of oral expression, in other words, the clues con-
nected to language expression. The reference is to intonation, sound, and
silence during oral flow and speech fluency. All of these constitute evidence
for discourse comprehension.

Different researchers claim that appropriate prosody (phrasing, intonation,
and stress) during oral reading characterizes fluent reading (Chomsky, 1978;
Rasinski, 1990; Samuels, Schermer, & Reinking, 1992). According to these re-
searchers, proper prosody during the reading process is a result of efficient word
recognition and comprehension, and its expressions are characterized by cor-
rectly stressed reading fluency and text comprehension.

This chapter surveys the relevant literature related to prosody in spoken and
written language. The central question discussed is the extent to which pros-
ody, as a basic trait, can be seen as influencing the quality of reading and the ex-
tent to which prosody develops as a result of the efficiency of the reader’s read-
ing skills.

4

Prosody as an Indication
of Fluency
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WHAT IS PROSODY?

Prosody, the rhythm or intonation accompanying language, is not a linguistic
byproduct but rather an aspect of language that is significant in its own right.
We are most often aware of the importance of prosody when it is lacking, for ex-
ample, when we have difficulty understanding synthetic, “robotic” speech
(when interacting with a computerized answering service, etc.). The prosodic
pattern is actually another dimension of speech that reflects and transfers differ-
ent types of information. It is often said about babies and speakers of a foreign
language that they “understand the tone.” That is, they extract some informa-
tion from the prosody of an utterance even if they do not understand the lan-
guage in which it is said. According to Carroll and Slowiaczek (1987), prosody is
comprised of meter, intonation, and inflection, and constitutes an abundantly
organized pattern that provides additional information regarding the sentence.
Prosody thus carries additional linguistic information to that of the verbal and
syntactic information transferred in speech. In addition, Dowhower (1991)
claimed that expressive and fluent reading is characterized by the appearance of
prosodic features such as pitch (intonation), stress (loudness), and duration
(timing). Finally, speakers and listeners use prosody to facilitate a wide variety
of information processing, including marking and decoding lexical meaning,
noting and disambiguating emotional intent, and marking and comprehending
new information (Kimelman, 1999).

H. Cohen, Josee, and Mayada (2001) suggested two alternative conceptions
of prosody. The first maintains that prosody is part of linguistic structure and af-
fects the processing of language by providing clues for resolving other levels of
linguistic structure, be they lexical (distinguishing lexical combinations, e.g.,
red coat vs. redcoat), syntactic, or semantic (resolution of ambiguities). In the
second view, prosody is seen as a physical characteristic of the speech signal
(marking the state of the speaker, e.g., anger, happiness, surprise), an integral
part of the final representation of an utterance in memory, and a contributing
factor in decoding and reconstruction in memory.

Hierarchically structured language incorporates phonological, morphologi-
cal, syntactic, and semantic information. Additional nonlinguistic information,
such as physical characteristics of the message and metalinguistic knowledge,
also contribute to the communicative act. Prosody is one of the contributors to
this process. It is the perceptual pattern of intonation, stress, and pause, the
physical correlates of which are frequency, amplitude, and duration. The con-
tribution of prosody is manifested in the provision of necessary cues, which in-
fluence language at multiple levels:
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1. Psycholinguistic processing: Prosody can directly facilitate the resolution of
semantic and syntactic structure necessary to extract meaning from a
spoken message.

2. Short-term memory processing: Prosody can provide an initial structure in
memory, in which incoming input is situated.

3. Long-term memory processing: Prosody can facilitate the activation of
meaningful associations.

ACQUISITION OF PROSODY

Kehoe (2000) contrasted two different approaches to prosodic acquisition, the
prosodic structure approach, which proposes that during development chil-
dren’s outputs are constrained by prosodic shape constraints and the correspon-
dence approach, which proposes that alignment and faithfulness effects
between input and output play the greatest role in explaining children’s
prosodic patterns. These findings provide support for both prosodic accounts by
explaining that shape constraints play the dominant role at the earliest stages of
development, and correspondence plays the dominant role at later stages. In
fact, the correspondence account can be viewed as an extension of the prosodic
structure account. Constraints that yield shape restrictions in early acquisition
are demoted and outranked by constraints that yield outputs of varying size and
shape. Children’s preservation patterns are subject to developmental effects.
First, children attend to stressed syllables on the right side of the word, regard-
less of primary or secondary stress. Second, they attend to the distinction be-
tween primary and secondary stress, and this leads them to focus on stressed
syllables leftward in the word. Third, children attend to all stressed syllables in
the target form, regardless of word position or stress prominence. It is also im-
portant to note that components of prosodic and segmental acquisition develop
independently and at different rates (Goffman, 1999). Prosodic acquisition is
still in progress in children age 4 to 6 years, and the capacity to produce rhyth-
mic and modulated articulatory movements contributes to this developmental
process. The capacity to produce rhythmic structure plays a role in the type of
prosodic distinction that appears in a child’s output.

This chapter presents theoretical models and empirical findings related to
the production and comprehension of speech and attempts to understand the
place of prosody in these processes. It seems that the important contribution
of prosody to linguistic processing stems from its connection to language
structure, and a number of theorists have referred to this connection. For ex-
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ample, Neisser (1967) noted a “close relationship between phrase structure
and pronunciation” (p. 262). Around the same time, Chomsky and Halle
(1968) formulated a rule system that connects a sentence’s phonological rep-
resentation and surface structure. These rules describe the connection be-
tween the stress and segmentation patterns of elements in a sentence and the
syntactic structure of that sentence. Lieberman (1975) and Lieberman and
Prince (1977) described the phonological representation behind the prosodic
pattern as a structure whose branches and hierarchy are identical to those of a
syntactic representation. Selkirk (1980) suggested that prosodic structure is
not isomorphic to syntactic structure. Nevertheless, mapping these two struc-
tures can and should be defined because prosodic structure reflects syntactic
structure in certain ways.

Although the nature and extent of the connection between prosodic and
syntactic structure are not completely clear, many researchers seem to believe
in the existence of such a connection. Due to recent technological develop-
ments that enable exact multidimensional sound analysis, evidence has accu-
mulated regarding the manner in which structural information is reflected in
prosody. For example, in a series of studies by Grosjean et al. (Gee & F.
Grosjean, 1983; F. H. Grosjean, L. Grosjean, & Lane, 1979), syntactic structure
(surface structure) was found to be the best predictor of pause patterns in a sen-
tence, namely, their length and location. Schafer provided additional support
for the connection between prosody and syntactic structure (Schafer, Carlson,
Clifton, & Frazier, 2000; Schafer, Speer, Warren, & White, 2000). Schafer,
Speer et al. (2000) mentioned that a wide range of sentence comprehension
studies have shown that prosody can disambiguate syntactic structure, and ex-
plained that speakers are more likely to use prosody to disambiguate syntax
when explicitly instructed to do so, or when the sentence is not disambiguated
by context (Straub, 1997). They argued that production resulting from reading
tasks may not accurately reflect the prosody of natural conversation and may
misrepresent the degree of prosodic disambiguation in everyday speech. Their
finding that adult speakers use disambiguating prosody for a structure already
disambiguated by context suggests that prosodic disambiguation might be quite
common in natural speech. This supports the claim that prosodic effects on
comprehension must be incorporated into any satisfactory model of sentence
processing. Schafer, Speer et al. (2000) also found that variability in the prosody
used to disambiguate helps to constrain how it might fit into processing models.
This supports the argument that the relation between prosody and syntactic
disambiguation is complex and involves more than just the ability to be sensi-
tive to the presence or absence of prosodic boundaries in an utterance.
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The results from this study regarding comprehension confirm that naïve lis-
teners can use the prosodic differences found in phonological and phonetic
analyses to disambiguate syntactic structure. They also indicate that other types
of prosodic information, such as choice of pitch accents and edge tones or the
use of varying pitch ranges, seem to aid in disambiguation. These findings also
provide further evidence that prosody is an important source of information for
sentence comprehension in a wide range of discourse situations, and that
prosodic structure is not fully predictable from syntactic structure, even in a
highly constrained discourse situation. It has been shown that a disambiguated
syntactic structure can be associated with multiple prosodic structures, which
vary in such features as high versus low pitch, accents, and edge tones.

In a separate study, Schafer, Carlson et al. (2000) investigated whether or
not adult listeners use pitch accents to disambiguate syntactic strings. The re-
sults of their study indicate that the presence of a pitch accent conveying focus
can disambiguate the structure of ambiguous sentences, as placing a pitch ac-
cent on a function word (who or when) affects the syntactic analysis of the
clause that it contains. The experiments used in this study attempted to identify
ways in which the effects of a pitch accent were influenced by phrasal length
and by intonational phrasing. Contrary to expectation, they found a simple ef-
fect of pitch accent, unmodulated by other prosodic factors. Schafer and col-
leagues believed that the effects of prosody on language comprehension will
best be understood by viewing the listener as constructing and using a full
prosodic description of a heard utterance.

Fox Tree and Meijer (2000) maintained that although syntactic ambiguity
has often been the focus of research, ambiguous sentences are rarely noticed
in everyday speech. One plausible explanation is that prosody can be counted
on to disambiguate the sentences, another is that context is used. It was there-
fore of interest to discover which type of clues—context or prosody—plays
the more important role in determining the listener’s final interpretation. Fox
Tree and Meijer focused on two questions: Do native speakers automatically
insert disambiguating prosody into their ambiguous utterances? And, do lis-
teners use this information? They found that native adult speakers do not pro-
duce useful prosody for syntactic disambiguation, and their ambiguous sen-
tences do not contain enough prosodic cues to steer listeners toward the
intended interpretations. Both prosody and context can influence the inter-
pretation that listeners assign to a syntactically ambiguous utterance. The
contextual influence, however, is particularly strong, and masks the effect of
prosody. Thus, when prosody is the only disambiguating cue, accuracy at in-
terpreting meaning is far from perfect.
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PROSODY AND STRUCTURE IN THE SPEECH
COMPREHENSION PROCESS

Much evidence points to a connection between the structural aspects of lan-
guage and the prosodic patterns that characterize it. Collier and Hart (1975)
described this connection as an interaction in which prosodic clues directly as-
sist syntactic structure decoding. The functional importance of the connection
between prosody and structure is found more clearly in relation to speech com-
prehension processes. Although the speech production process begins with a
concept and ends with auditory output, the speech comprehension process can
be described as doing the opposite (H. Clark & E. Clark, 1977). It begins with
the auditory stimulus and aspires to reach decoding and comprehension of
ideas. Various researchers (e.g., Forster & Ryder, 1971) believe that as listeners
are exposed to a rapidly fading continuous stimulus, they must act according to
hypotheses to deal efficiently with the flow of incoming information. The first
hypotheses raised by the listener are based on a rapid scanning of the auditory
input, which focuses mainly on the syntactic structure of the sentence. The se-
mantic processing of the message begins only after the structural representation
is created (Forster & Ryder, 1971). According to the structural approach to
speech comprehension, the listener scans the input while searching for struc-
tural clues to use for segmentation and reconstruction of the relations between
the different elements in the sentence (Fodor & Garrett, 1967; Kimball, 1973).
This is where the functional importance of prosody comes in.

It seems that prosody provides the listener with important structural clues
during continuous auditory input processing. Carroll and Slowiaczek (1987)
found that when the prosodic pattern suits the syntactic structure, listeners un-
derstand the message more easily than in a situation where the prosodic mes-
sages are incompatible with the sentence structure or are missing completely.
Their explanation is that rhythm functions as an organization principle, and the
prosodic timing hierarchy (see Carroll & Slowiaczek, 1987) helps the listener to
organize the hierarchical structure of sentence components. Different types of
prosodic information assist the listener in reconstructing different aspects of the
structure. For example, based on the stress pattern, subjects can distinguish be-
tween content words and function words and between nouns and adjectives.
Thus, the stress pattern of a given word provides the listener with reliable infor-
mation regarding its grammatical category (Kelly, 1992).

Prosodic information helps the listener divide syllables and separate words
presented in sequence (Cutler & Butterfield, 1987). Prosodic information is
also relevant to larger units, such as phrases and sentences, and contributes to
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the reconstruction of syntactic structure (Butterworth, 1980; Goldman-Eisler,
1972). Indeed, its contribution is important to processing even larger units of
expression, such as the ability to recognize topical structure (Swerts & Geluy-
kens, 1994), the finishing points of an utterance, dialogue turn change, and the
like (Geluykens & Swerts, 1994). This indicates that prosody has an important
function in the communication between speaker and listener, as it provides the
listener, swamped by an auditory stimulus that must be processed rapidly, with
initial information regarding the message’s structure. This information is im-
portant to the process of constructing and examining hypotheses, because it
constitutes the basis for constructing hypotheses to guide content processing.
Based on this information, the listener will build the structural framework into
which he will later insert the content (Forster & Ryder, 1971).

Kimelman (1999) similarly provided evidence that prosody facilitates audi-
tory comprehension in adults. His purpose was to determine whether or not
there is a critical relation between the ability to benefit from prosody, which has
a positive influence on auditory comprehension, and the severity of aphasia. An
additional aim was to examine the role of linguistic complexity in determining
how much comprehension benefit aphasic listeners can derive from prosody.
Results indicated a significant positive effect of prosody on auditory compre-
hension for mild, moderate, and severe aphasics. This confirms the role of pros-
ody as an auditory comprehension facilitator. In addition, for severe aphasics,
there was a resource limitation resulting in a performance trade-off. As linguis-
tic processing demands increase, the available resources for prosodic processing
decrease among severe aphasics, causing them to benefit less from prosody
when performing linguistically complex tasks.

In sum, it can be said that the strong connection between prosody and struc-
ture is common to both speech perception and speech production processes,
and in both cases this connection is of functional value. According to Selkirk
(1980), the units of prosodic structure, defined by processes such as “pre-
pausal-lengthening,” “boundary-tones,” and pauses mediate the creation of
syntactic segmentation during speech production or the accessibility to this seg-
mentation during speech perception. Ferreira (1993) expanded this idea and
explained that the importance of prosody to linguistic processing stems from its
role as mediator between thought and speech. She claimed that speech-related
processes (comprehension and production) have a common purpose, namely,
mapping the disordered information in ideas and thoughts into ordered infor-
mation transferred through the speech channel. This mapping is not done in
one step, but rather during a process of producing increasingly linear intermedi-
ate representations. The ideas and thoughts, which are multidimensional and
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hierarchical, are translated into a syntactic structure that is hierarchical and
bidimensional only. This, in turn, is translated into a prosodic representation
that is hierarchical, but linear. This representation constitutes the basis for pro-
ducing a linear phonetic representation. Thus, in both speech comprehension
and production, prosody constitutes one of the transfer stages between the lin-
ear representation of speech to a multidimensional representation of thought,
or vice versa.

Speer, Crowder, and Thomas (1993) offered empirical support for the exis-
tence of a prosodic representation. They believed that due to the rapid transfer
and fading of spoken language, the listener cannot utilize prosodic information
in real time to the utmost efficiency, and must therefore retain the prosodic rep-
resentation of the utterance. Their study is based on a sentence recognition
test, which was intended to examine if the listener has a prosodic representation
of an auditorily presented sentence. They presented subjects with a series of
sentences spoken in natural prosody. Subjects were then presented with test
sentences, and were requested to determine if each sentence was new (did not
appear in the first series) or old (did appear). In some cases, the old test sen-
tences were presented with the same prosody as in the original series and, in
other cases, they were presented with a different prosody. The subjects exhib-
ited difficulty in recognizing sentences that appeared with a different prosody,
leading the researchers to conclude that during the process of sentence percep-
tion and processing the listener also creates a prosodic representation that con-
stitutes an inseparable part of the sentence’s grammatical representation.

Wingfield, Lindfield, and Goodglass (2000) focused on the extent to which
the stress patterns of words affect word identification and whether or not this
ability declines with age or remains stable. The purpose was to determine the
extent to which younger and older adults can make use of prosodic information
in word recognition. The findings were consistent with prior studies showing
that older adults can make good use of sentence prosody in comprehension and
recall of connected speech. They suggested that listeners can detect and utilize
word stress in making perceptual judgments. This study indicated that older
and younger adults correctly recognize spoken words in significantly shorter
gate sizes when the prosodic pattern of the full word is made available to the lis-
tener along with the segmental information in the onset gate (plus whatever
cues to full word prosody may have been present within the onset gate). In addi-
tion, once hearing sensitivity is taken into account, a comparison of the ability
of the younger and older adults to use word prosody in word recognition shows
little change with age, implying that prosodic stress information, as well as pho-
nemic information, is accessible to listeners and that neither the quality of the
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information, nor the ability to use this information in conducting a perceptual
match, changes appreciably in normal aging.

J. G. Martin (1972) emphasized the structural nature of prosody, claiming
that listeners use the prosodic pattern as a temporal structure, organizing infor-
mation according to the dimension of time. This type of organization facilitates
perceptual processes and enables buildup or expectations regarding the rest of
the utterance based on structural regularity (J. G. Martin, 1972). However, it
seems that prosody as an organizational principle also assists information reten-
tion (Cutler, Dahan, & van Donselaar, 1997). A number of studies providing
empirical support for this claim examined how prosody influences Epstein’s
(1961) findings that it is easier to remember pseudosyllables when they are pre-
sented with a morphosyntactic structure (e.g., meeving gups keebed gompily).
These studies showed that Epstein’s (1961) findings could be reproduced in an
auditory presentation only if the syllable sequence was presented with sentence
prosody (Leonard, 1974; O’Connell, Turner, & Onuska, 1968). Beyond its
contribution to online speech perception processes, prosody thus functions as a
representation, which due to its structural nature can be used as an organizing
principle that also improves information retention.

PROSODY IN READING

Oral reading, like speech, is based on the processing of linguistic information.
Reading and speech are similar in some aspects and different in others. Similar
to reading, speech comprehension is based on the reception and processing of
linear information into a multidimensional semantic representation. However,
the functions differ from each other in a number of ways:

1. Manner of information representation: Speech is based on a rich auditory
code that contains a surplus due to the representation of information in three
dimensions: time, intensity, and frequency, which create prosody and provide
the listener with information in addition to linguistic information. Reading is
based on a relatively meager orthographic code, presented monodimensionally
(linear—the only dimension is the order of symbols in a row), and it contains
fuzziness (unclear message).

2. Manner of transfer: Listeners receive information passively, as it is trans-
ferred relatively quickly and fades rapidly. Readers, however, can control the
pace of information reception. As all the information is always available and
does not fade, they can preview and even go back if necessary. (However, it is
important to note that the more proficient the readers, the less they do so.)
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3. Modality: Whereas speech is based on auditory representations, reading
is based on visual representations. Carroll and Slowiaczek (1987) attributed
great importance to this difference. They claimed that the fact that reading is
acquired later than speech and is not acquired naturally but requires directed
teaching reflects the difficulty of receiving linguistic information via the visual
modality. They argued that the auditory modality is directly incorporated into
the language processing mechanisms that perform structural processing; there-
fore, the initial input representation contains both structural and prosodic in-
formation. It seems that this representation has an advantage with respect to its
accessibility to language processing and its resilience for information retention.
The visual information reception system is not directly connected to language
processing systems, and thus the initial representations it produces are not ac-
cessible to linguistic processing systems. Phonological representations are pro-
duced during processing of the text, and their importance stems from their
accessibility to linguistic processing mechanisms and their resilience for infor-
mation retention in working memory. Questions arise, then, regarding whether
these representations also contain prosodic information.

Few studies have dealt directly with prosody in reading, and most of these
have only dealt with oral reading. It is often assumed that oral reading is based at
least in part on speech production processes, and therefore prosody in reading,
like prosody in speech production, is produced on the basis of a structural repre-
sentation that precedes full lexical and semantic processing.

Dowhower (1991) identified six markers of prosodic reading: the presence or
absence of pausal intrusions, the length of phrases between pauses, the number
of appropriate and inappropriate phrases, the duration of final words of syntac-
tic phrases, the change of pitch at final punctuation marks, and stress or accent.
Readers capable of using these markers appropriately are able to transfer their
knowledge of syntax from speech to text by effectively applying these features to
their reading. As a result, these readers maintain the features of expressive oral
language in addition to their accuracy and rate (Kuhn & Stahl, 2003).

Goldman-Eisler (1972; in Koriat, Greenberg, & Kreiner, 2002) claimed that
“the reader’s prosody is even closer to the ideal of grammatical structure than
the speaker’s prosody” (p. 271). Subsequent findings indicate that although
during spontaneous speech less than one third of the pauses occur in the bound-
aries between commas, during vocal reading all the pauses occur between these
boundaries (Goldman-Eisler, 1968, 1972). Therefore, appropriate prosody in
reading, measured by the amount of pauses and vocalization in oral reading, en-
hances comprehension (Breznitz, 1990). In the Breznitz (1990) study, the vocal
prosody patterns of oral reading and reading comprehension of 76 first graders
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were examined twice, first during the last week of the first quarter of the aca-
demic year, at the stage of acquiring reading skills, and once again during the
last quarter of the year, at the stage of establishing reading skills. Voice analysis
was accomplished using automatic vocal transaction analysis (AVTA; Jaffe &
Feldsten, 1970). The parameters included the length of vocalization and pause
time in segments of oral reading and their relations to reading comprehension.
In the first quarter of the year, 38% of the total reading time was taken up by vo-
calization and 62% was filled by pauses. This pattern was reversed during the
last quarter of the year, where the length of pauses was 41% and vocalization
was 59%. Relative to total reading time, the average vocalization increased sig-
nificantly and pause time decreased to an even greater extent.

As compared to the initial stages of reading acquisition, during the establish-
ment of reading skills in the last quarter of the first grade, readers made shorter
and fewer pauses, and tended to read with more and longer vocalization units.
To further clarify the nature of these changes, Breznitz (1990) calculated the
vocalization time per word and the number of words per vocalization unit in the
two reading periods. The total length of vocalization for the entire duration of
reading was divided by the number or words (161) in each reading period. The
vocalization time per word during the first quarter was .85 s and during the last
quarter was .59 s. To obtain the number of words per vocalization unit, the aver-
age length was divided by .85 and .59 for the first and last quarters, yielding 3.2
and 4.9, respectively. Thus, during the last quarter of the year, the readers spoke
53% more words per vocalization unit.

In an attempt to investigate the relations between prosody (defined here by
the speech pattern) and reading comprehension, a Pearson correlation was
computed between the parameters. During the first quarter of the year, the cor-
relation between reading comprehension and frequency of pauses was r = −.54
(p < .001), and the correlation between reading comprehension and average vo-
calization length was r = .45 (p < .01). During the last quarter of the first grade,
the correlation between reading comprehension and pauses was r = .−51 (p <
.001), and between vocalization and reading comprehension, r = .66 (p < .001).
In both cases, fewer pauses and more vocalizations were associated with higher
comprehension. It is conceivable that better reading skills are associated with
more vocalizations and less pauses. In this case, pauses might be an expression
of hesitation in reading. The larger the hesitation, the less prosody can be
achieved, leading to dysfluency in reading. The strong connection found be-
tween prosody and structure in oral reading implies that prosody may be an indi-
cation of a successful transformation of visual input into phonological code,
bringing an accurate pattern into working memory for further processing. This
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representation is more accessible to linguistic processing mechanisms, and is
apparently also efficient in retaining information during processing.

H. Cohen et al. (2001) investigated the influence of prosody and its visual
analogue, punctuation, in text comprehension in two experiments. The first
was related to the processing of oral discourse and was aimed at assessing the
role of prosody in the comprehension of gist and recognition of lexical units in
aurally presented text under three conditions: normal, monotone, and altered.
The results indicated better comprehension under the normal condition than
the monotonous or altered conditions. In addition, recognition of words was
better when prosody was normal than when it was altered or monotonous. The
second experiment involved the processing of written text. The purpose was to
assess the role of punctuation in text comprehension and recognition of lexical
units in visually presented text under three conditions: normal, absent, and al-
tered. The results indicated better comprehension when punctuation was nor-
mal than when it was absent or altered, although absence or alteration did not
prevent comprehension entirely. In addition, the absence of prosodic structure
provided by punctuation impaired word recognition.

Overall, the results reveal that altered prosody and punctuation affect per-
formance in a similar fashion and seriously impair text comprehension and word
recognition in adult subjects. Prosody and punctuation differ in their effects to
the extent that different processes are involved in listening and reading tasks.
The absence of punctuation did not impair comprehension of visually pre-
sented text whereas the equivalent condition in the aural mode did impair com-
prehension. In addition, punctuation is important to the reading process and al-
tering it in a way that is incongruent with the underlying syntax makes the
reading task more time consuming and more difficult in terms of the number of
words read per second.

THE ROLE OF PROSODIC REPRESENTATION
IN THE READING PROCESS

As noted earlier, J. G. Martin (1972, p. 506) described prosody as consisting of
“auditory temporal patterns.” Each of the three characteristic included in this
description attributes a certain advantage to prosody as an information retain-
ing representation:

1. Pattern—J. G. Martin (1972) emphasized the fact that the prosodic pat-
tern has internal organization, created by certain perceptions based on rhythm,
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intonation, and stress. Epstein’s (1961) findings illustrate the advantages of a
morphosyntactic pattern as an organizing principle that improves memory, and
the findings of O’Connell et al. (1968), as well as Leonard (1974), emphasize
that during auditory presentation the prosodic patterns function as an organiz-
ing principle (see pp. 26–27).

2. Temporality—J. G. Martin (1972) claimed that a representation based
on temporal patterns has an advantage, as the reception and processing of infor-
mation is serial. He emphasized the importance of temporal patterns in guiding
serial behavior (see Lashley, 1951) using top-down information and suggested
that these patterns can guide serial processes of information reception and
processing in working memory. There are two advantages to this. First, the tem-
poral pattern can contribute to the timing compatibility between the input and
processing processes. Second, as the prosodic pattern is also related to syntactic
structure, it can contribute to the coordination between processing cycles and
syntactic units. Support for this claim can be found in findings indicating that
incompatibility between the prosodic pattern and the syntactic structure makes
comprehension difficult for listeners.

3. Auditory—J. G. Martin (1972) noted the importance of the auditory na-
ture of the representation. He claimed that spoken language processing is coor-
dinated with and based on auditory information, and it is therefore important
that the representations used by both modalities be compatible.

These advantages seem clear with respect to representations developed in
the spoken language processing system. These spoken inputs must enter the au-
ditory system rapidly in order to prevent them from fading out before they are
recognized. The central question in this study is if these representations are also
used in the reading process. A number of claims support this idea. From an evo-
lutionary point of view, reading is a function that developed relatively late
(Baddeley, Vallar, & Wilson, 1987). It can be assumed that when humans de-
veloped this system, processing mechanisms unique to comprehension and pro-
duction of language were already developed and entrenched. It would be ineffi-
cient for developing reading skills not to make use of the developed and
sophisticated mechanisms already available in the linguistic processing system
(Patterson & Coltheart, 1987).

As stated, the visual channel for information reception is not a part of the
linguistic processing system, as opposed to the auditory channel, which is di-
rectly integrated into this system (Carroll & Slowiaczek, 1987). Thus, it can be
assumed that at a certain stage in text processing, representations accessible to
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the auditory system are produced. If these claims are accepted, then it follows
that the advantages of a prosodic representation to the speech comprehension
process also apply to the reading process. It can be assumed that the organiza-
tional pattern is also efficient in retaining information during the reading proc-
ess. In fact, Epstein’s (1961) findings indicate this to be the case. It can be as-
sumed that an advantage based on temporal patterns also exists in reading as
information reception and processing in reading is also serial, and the coordina-
tion between processing cycles in working memory and syntactic units is impor-
tant. Finally, the findings indicating the importance of the phonological chan-
nel in reading and the importance of phonological representations for retaining
information during text processing imply that perhaps the most important con-
tribution of prosodic representations to reading stems from their being auditory
representations. In other words, they may serve as a means of auditorily present-
ing abstract information, such as syntactic structure. In this manner, informa-
tion is more readily available to the linguistic processing systems and more resil-
ient for working memory storage.

There is no doubt that, during speech comprehension processes, the listener
uses prosodic information, leading to the hypothesis that readers also use
prosodic representations. However, it must be remembered that the listener re-
ceives the prosodic information as an inseparable part of the linguistic input,
whereas the reader does not. In order to use prosodic representations, the
reader must first produce them, and the question arises as to whether and how
this can be done. Various findings imply that the reader does produce a prosodic
representation during reading. In previous chapters, evidence was discussed to
show that there is a strong connection between the prosodic and structural rep-
resentations of a sentence. Models of speech production (Garrett, 1988; Levelt,
1989) describe prosody production as part of the syntactic structure production
stage, independent of lexical item placement. Findings in the field of text proc-
essing indicate that in reading, as in speech comprehension and production,
structural processing precedes content processing.

Prosody of language is connected to a temporal chronometric pattern of
pauses and vocalization in the stream of spontaneous speech (e.g., Dechert &
Raupach, 1980; Goldman-Eisler, 1968) or reading (Breznitz, 1990). Pauses dur-
ing reading tend to be related to cognitive and physiological needs (e.g.,
Goldman-Eisler, 1968; Grosjean, 1980; Siegman, 1978). As such, pauses in a
stream of spoken or written language are for the purpose of processing informa-
tion or breathing. Both of these components determine the length and the fre-
quency of pauses. Prosody in reading is also expressed in the amount and the
length of vocalizations and pauses in oral reading. The complements of pauses
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are vocalization units (utterances), with each vocalization bounded by two
pauses. A vocalization can be regarded as the verbal output of the thought proc-
essing that preceded it (e.g., W. Klein, 1980; Siegman, 1978). The length of ut-
terance is variable and its determinants have been debated in the literature.
O’Connell (1980) and Chafe (1980) concluded that the length of a vocalization
unit is probably characteristic of a given speaker, context, and content. Few
studies have investigated the role of pauses in oral reading situations or in
nonspontaneous speech (Goldman-Eisler, 1968; Grosjean & Collins, 1979;
Lieberman, 1969), and those that do exist deal with mature and fluent readers.
These studies indicate that in reading situations, the temporal patterning of vo-
calizations and pauses (see also Goldman-Eisler, 1968) is organized according
to the syntax and semantic organization of the text. It is claimed that even nec-
essary breathing pauses occur at grammatical junctions. Moreover, fluent read-
ers make breathing pauses primarily according to content organization. Read-
ing faster leads fluent readers to produce shorter and fewer pauses (Grosjean &
Collins, 1979).

CONCLUSIONS

The term prosody in reading is taken from the prosody of spoken language. Pros-
ody in spoken language relies on the proper development of language, its rules,
and dictates. Thus, prosody can be presented as a measure relying on the oral
expressions of language and as such its measures are related to patterns of silent
speech and intonation. These measures combine to create a characterization
that requires fluency in speech. The ability to use these language clues is ac-
quired during a lifetime as a result of interpersonal verbal interaction and be-
comes an integral part of the spoken language expression necessary for
communication. In this manner, prosody functions as a dependent variable and
a diagnostic measure for the quality of spoken language and characterization of
interpersonal verbal communication.

An examination of prosody in spoken language indicates characteristics re-
lated to speakers, as well as the existence of interpersonal differences in their
manner of language expression. For example, rate of speech, which is an inter-
personal variable, does not only stem from the content of speech but also from
traits characterizing the speaker. In this way, prosody can be presented as an in-
dependent variable that influences the manner of speech.

The aforementioned details regarding spoken language and prosody also per-
tain to prosody in reading. Prosody in reading is also used as a diagnostic meas-
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ure for the quality of the reading activity and is a measure that requires oral ex-
pression. Thus, the pattern of utterances and pauses in oral reading contributes
a measure of reading fluency. As such, prosody itself cannot be one of the deter-
minants of word decoding fluency, but rather can be seen as a diagnostic meas-
ure for the quality of word decoding and reading comprehension.
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In recent years, the rapid automatized naming (RAN) of visually presented
symbols has come to assume pride of place as a measure for fluency in reading.
Consistent results indicate that dyslexic subjects perform these tasks at a
slower rate than regular readers. These findings have led to an abundance of
literature examining the connection of RAN to reading fluency, which is criti-
cally reviewed in this chapter. Many dyslexic children encounter daily naming
difficulties in their attempts to speedily name familiar visual stimuli such as
letters, digits, colors, and simple objects. Research in this area, originally
based on work in the field of brain science, stemmed from a hypothesis raised
regarding naming colors. Geschwind (1972) hypothesized that the ability to
name colors may predict a child’s reading ability. He surmised that the cogni-
tive components involved in naming colors constitute a good representation
of the cognitive components needed for the reading process. As in reading,
naming requires the attachment of verbal labels to abstract, visual stimuli.
This hypothesis was examined and developed in a series of studies carried out
by Denckla and Rudel (1974, 1976a, 1976b). In these studies, the researchers
used a sequential naming task to examine children’s abilities in naming famil-
iar visual stimuli (e.g., letters, digits, colors, and simple objects.) These re-
searchers concluded that the speed, not the accuracy, at which children
named these stimuli was strongly related to their reading ability.

These interesting findings initiated a long series of studies on the connection
between naming speed and reading ability. Naming speed for visual objects pre-
sented sequentially discriminated between dyslexic and normal readers (Ber-
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ninger, Abbott, & Alsdorf, 1997; Bowers, Steffy, & Tate, 1988; Denckla &
Rudel, 1976a, 1976b; Snyder & Downey, 1995; Spring & Davis, 1988; Wolf,
1982; Wolf et al., 1986; Wolff, Michel, & Ovrut, 1990), between dyslexics and
underprivileged poor readers (garden variety) (Ackerman & Dykman, 1993;
Badian, 1994, 1995; Wolf & Obregon, 1992), between dyslexics and other
learning disabled readers (Ackerman & Dykman, 1993; Denckla & Rudel,
1976b; Felton & Brown, 1990; Wood & Felton, 1994), and between dyslexics
and young normal readers at the same reading level (Ackerman & Dykman,
1993; Biddle, 1996; Segal & Wolf, 1993; Wolf, 1991). Moreover, these differ-
ences were not connected to intelligence (Bowers et al., 1988; Spring & Davis,
1988).

What are the common aspects shared by effective naming speed and effec-
tive reading activity, and how do they differ? Both reading and naming speed
are expressed in processing time measures, so it may be hypothesized that these
processes share a common cognitive factor, which involves the speed at which
information is processed. Processing speed will be critical in understanding the
naming and reading deficits that utilize the same brain functions.

DISCRETE VERSUS SEQUENTIAL NAMING

Although there is a significant body of evidence linking naming speed and read-
ing ability, there are some inconsistencies regarding the types of stimuli and
naming tasks for which a relation was found. One important distinction lies be-
tween discrete and sequential naming tasks.

Discrete naming tests are exemplified by the Boston naming test (Kaplan,
Goodglass, & Weintraub, 1983), in which pictures of objects are presented ac-
cording to a decreasing frequency of names in the English language. The pic-
tures, on cards, are presented one by one, and the subject is asked to name them
as quickly and accurately as possible. The time required by the subject to name
each stimulus is measured, and the reaction time is averaged for all stimuli.

In sequential naming tasks, the subject is required to name a set of visual
stimuli presented sequentially, as quickly as possible. One example is the rapid
automatized naming (RAN) task created by Denckla and Rudel (1974), in
which participants are required to name an array of familiar digits, pictures, let-
ters, or color patches in sequential order, as rapidly as possible. Each set consists
of 5 letters (or digits, or colors, or objects) that frequently appear in the lan-
guage, and these stimuli are repeated 10 times in 5 rows, for a total of 50 stimuli.
The final score is the overall time required to name all the stimuli in the set. A
similar task is the rapid alternating stimulus (RAS) test, which was created by
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Wolf (1986). This task consists of an array that includes 5 letters and 5 num-
bers, presented in 5 rows for a total of 50 items. The specific stimulus that ap-
pears is determined randomly, but the set pattern remains permanent (letter-
number-letter-number, etc.) to encourage use of contextual information.

Whereas a significant connection between naming speed and reading ability
has been found on both RAS and RAN tasks, this connection has not been con-
firmed in studies employing discrete naming tasks. Perfetti, Finger, and Hoga-
boam (1978) found that no difference in naming speed between good and poor
readers exists when naming was examined using a discrete naming test. Simi-
larly, Walsh, Price, and Gillingham (1988) found that naming speed for letters
in a second-grade discrete naming test was not significantly related to the read-
ing level of children at the beginning of the third grade. Stanovich (1981) also
found that the naming speed of poor readers does not differ from that of regular
readers in the first grade. He claimed, in support of the discrete test, that this
test is methodologically cleaner, and constitutes a more accurate measure of
item recognition speed, because it removes nonrelevant variance related to
scanning, tracking, and motor strategies. Thus, sequential and discrete tasks
have been considered different in their connection to reading ability, and sev-
eral explanations have been proposed to account for this difference.

Still, other studies have not consistently found that sequential naming tasks,
as opposed to discrete tasks, differentiate between good and poor readers. Sev-
eral of these studies, placing more emphasis on the task stimuli employed and
the specific reading ability aspects tested, are detailed next.

Swanson (1989) claimed that the cognitive requirements of sequential nam-
ing are more compatible with those of the reading process. Both processes re-
quire lexical access and retrieval, within the context of scanning and tracking
material, which is presented sequentially. According to Swanson, discrete nam-
ing tasks remove the variant sources that naming shares with reading. Addi-
tionally, she claimed that methodological problems in these studies have failed
to find a connection between discrete naming and reading ability. In a con-
trolled study, she compared well-defined groups of good and poor readers from
the first, third, and sixth grades using discrete and sequential naming tasks, with
an alternating interval between discrete stimuli. She found differences between
the good and poor readers on every task and at every age level, with the sequen-
tial naming task distinguishing better between the groups of older readers.
Thus, she concluded, good readers differ from poor readers even on retrieval of
discrete symbols.

Bowers and Swanson (1991) found that both discrete naming speed and se-
quential naming speed are significantly related to length of word recognition
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and to comprehension among children in the second grade. However, only se-
quential naming speed is significantly related to accuracy of word and pseudo-
word recognition among these children. These findings support the claim that
poor readers already possess a lexical retrieval deficiency at the discrete stimu-
lus stage, and this lack of proficiency affects reading speed and comprehension
measures more than the accuracy measures, as claimed by LaBerge and Samuels
(1974) in their theory on reading automation.

Wolf et al. (1986; discussed later as well) presented the claim that these two
types of naming tests are complementary, because they provide information on
two different levels of lexical access and retrieval. Discrete naming, which does
not require scanning, tracking, or integration of subprocesses, does not distin-
guish between good and poor readers, whereas sequential naming, which is
comprised of more subprocesses and requires temporal integration, clearly dis-
tinguishes between the two reading groups. Thus, an integration difficulty may
be at the base of the differences between readers.

Wolff et al. (1990) found that adolescent dyslexics differ from regular readers
in both discrete and sequential naming. It seems that the difference between
these studies and earlier ones, which found a difference only in discrete naming,
is the level of reading disability. Stanovich (1981) used a group that included
poor readers, with a reading gap of only a few months, and Perfetti et al. (1978)
used poor readers whose reading level was only a year below their age level, and
apparently not deficient enough to exhibit a difficulty in discrete naming. It is
possible that a name retrieval problem exists among readers with a severe dis-
ability, even at the most basic level of name recognition.

In their study, Meyer et al. (1998) considered the differential predictive
value of rapid naming tests for various aspects of reading among nondisabled
and poor readers. The researchers found that rapid naming was predictive only
for poor readers, and not for average readers, thus suggesting that poor rapid
naming is not sufficient to cause poor reading. In this study, phonological skill
was the best predictor of early poor readers, whereas rapid naming skill was the
best predictor of which poor reader would improve.

Conversely, rapid naming tasks generally failed to predict later reading
comprehension, which suggests that comprehension depends on more than sin-
gle-word reading, and improvement in single-word reading is not a sufficient
condition for improvement in reading comprehension. It also seems it is the
automaticity of retrieval, not the knowledge of the names themselves, that gives
naming its predictive power.

In a study investigating rapid automatized naming skills among normal and
language-impaired adults and children, Wiig, Zureich, and Chan (2000) found
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that measures of accuracy for continuous naming of single or multidimensional
stimuli do not seem to consistently and reliably differentiate between clinical
(language disorder vs. no language disorder) or educational groups (dyslexia vs.
no dyslexia). Naming speed of latency measures for letters, numbers, and alter-
nating letters and numbers, however, consistently differentiated students with
dyslexia from their academically achieving peers. In addition, color–shape
naming speed measures in this study differentiated students with primary lan-
guage disorders from their typical age peers for the majority of the age levels
compared. These researchers also observed that continuous naming speed
measures decrease significantly with age among students without dyslexia or
language disorders.

Wiig et al. (2000) found important differences between regular language dis-
orders and dyslexic subjects when performing color and alphanumeric naming
tasks. As compared to regular readers, the language disorder subjects performed
significantly slower on both tasks whereas dyslexics were slower only on the al-
phanumeric tasks. Moreover, the Fawcett and Nicolson (1994), Felton, Naylor,
and Wood (1990), and Wolff et al. (1990) studies found that color–shape
naming times did not differentiate between learning-disabled and nonlearning
disabled students aged 15–16, which may have resulted from color–shape com-
bination stimuli losing diagnostic sensitivity in adolescence. This result contra-
dicts findings that rapid automatized naming time measures for letters and
numbers maintain diagnostic sensitivity for dyslexics throughout adolescence
and young adulthood (Felton et al., 1990; Korhonen, 1995). However, based
on this data, it can be suggested that only alphanumeric tasks continue to repre-
sent deficits among adult dyslexics.

A second difference found is that naming times for single dimension stimuli
(colors or shapes) did not differentiate between the learning disabled and regu-
lar groups. In contrast, studies of students with dyslexia show that rapid naming
times for colors differentiate students with and without dyslexia, if those com-
pared had similar intellectual abilities (Fawcett & Nicolson, 1994; Felton et al.,
1990; Wolff et al., 1990).

Two different models have been proposed to account for naming time defi-
cits on continuous, alternating stimuli tasks in clinical groups of students with
dyslexia (Kinsbourne, Rufo, Gamzu, & Palmer, 1991; Satz, Fletcher, Clark, &
Morris, 1981). The first model, the developmental lag model, maintains that ob-
served differences in naming time or accuracy measures reflect a lag in the rate
of development and presumes that students with dyslexia will eventually catch
up with their peers. However, the second model, the deficit model, claims that
observed performance differences reflect deficits in underlying neuropsycho-
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logical processes, which are important for the development of the skills exam-
ined. Therefore, according to this model, students with dyslexia will not be able
to close the gap with their peers by age 16. Acceptance of the developmental lag
model over the deficit model is dependent on whether or not, in middle school,
individual students who show rapid color–shape naming deficits catch up with
peers, who did not exhibit naming deficits.

DEVELOPMENTAL DIFFERENCES IN NAMING SPEED

From the findings obtained in the aforementioned studies, it appears that lin-
guistic and cognitive components, shared by both reading and naming, largely
depend on the nature of the task, as well as on the age and achievement level of
the reader. It is important to follow the development of naming speed, on the
one hand, and the development of reading, on the other hand, in order to un-
derstand the difference in the connection between them.

One interpretation of the developmental changes occurring in naming speed
and reading relates to these variables’ link to processing speed. Kail (1988b)
claimed that age differences in processing speed can be explained as part of a
general developmental change. An increase in processing resources, along with
an age increase, may result in increased processing speed. In studies carried out
by Kail (1991a, 1991b), motoric-perceptual tasks and cognitive tasks were used
in order to show how performance speed improves with age, with degree of im-
provement higher in early and middle childhood than in later childhood and
adolescence.

Kail and Hall (1994) claimed that the development of a general speed factor
among regular readers explains the changes in naming speed. They examined
144 children, from age 8 to 13, using general processing time measures, naming
measures, and various reading measures, thereby examining the overall
changes in these measures. It was found that along with the increase in age,
there were systematic increases in speed of processing, naming speed, and read-
ing ability. The nature of the causal connection between these variables was ex-
amined using pathway analysis leading to the following model. Changes in
speed of processing lead to changes in naming speed, which in turn lead to
changes in word recognition, which then explain changes in reading compre-
hension. According to Kail and Hall, naming speed is influenced by a general
processing speed, which develops with age, and is not the direct result of an in-
crease in age or experience (Kail & Hall, 1994).

In a study carried out by Wolf et al. (1986), the connections between naming
rate of familiar visual stimuli during a sequential naming task (RAN) and three
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reading measures—word recognition, reading aloud, and reading comprehen-
sion—were examined. Naming rate was measured for two types of symbols, var-
ied in the extent to which they become automatic. Automaticity is reached
when rapid naming of symbols is accomplished in the presence of a minimum in-
vestment of attentional resources. The first type, alphanumeric symbols, elicits
rapid and automatic naming. This group of symbols is general, and includes
numbers, as opposed to letters that are specific alphabetic symbols. Addi-
tionally, there are nonalphanumeric symbols, for which naming does not be-
come automatic. This latter type includes symbols with a wide semantic base,
such as objects, and symbols with a restricted semantic base, such as colors.
Wolf et al. found that naming speed for all stimuli types, tested at kindergarten
age, was significantly related to each of the reading measures, tested in second
grade. However, in second grade, naming speed differentiation for alphanu-
meric and nonalphanumeric symbols begins. Naming speed of alphanumeric
symbols, solely, remained significantly related to second-grade reading ability,
specifically to word recognition ability. Naming speed’s connection to reading
comprehension remains significant after second grade, but weakens. In other
words, lower level requirements, existing in letter and number naming tasks,
maintain a strong and stable connection to lower level requirements in word
recognition tasks, and an unstable and poor connection to higher level require-
ments present in reading comprehension tasks. Reading comprehension had a
strong and stable connection only with naming speed of objects, seemingly
based on their shared high-level semantic processing requirements. It is impor-
tant to note that word recognition was significantly related to naming of both
numbers and letters, consequently making the connection to fast retrieval of
automatic symbols rather than to letter recognition ability.

In another study, Wolf and Goodglass (1986) examined the connection be-
tween object naming performance, which is semantically more complex, and
various reading measures. The results of this study contradicted those of the
previous study: Object naming in kindergarten predicted all reading measures
in second grade; object naming’s connection to reading comprehension was
strong, and remained stable for an extended period, until fourth grade. This
connection could not be explained by variance of vocabulary, because the sig-
nificant connection between object naming and reading comprehension re-
mained even after the removal of this variance. Thus, according to this study,
high-level retrieval processes, required for object naming tasks, are related to
higher processes involved in reading comprehension.

Spring and Davis (1988) examined the connections between sequential
naming speed for digits, word recognition, and reading comprehension meas-
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ures among 4th- to 10th-grade children. Their findings also suggested that digit
naming speed had a stronger relation with word recognition than with reading
comprehension.

It seems that there are two axes that define the relations between naming
and reading: first, a developmental axis and, second, the differentiation of task
requirements. The relation between naming speed and reading are dictated by
the changing nature of task requirements combined with the changing nature
of reading capabilities. In the early stages of development, all naming tasks pre-
dict later reading capabilities. In these stages, when children are required to
rapidly name visual stimuli, they use subprocesses, which are related to the
subprocesses required for reading in second grade.

In higher elementary school grades, the subprocesses used for rapid naming
of automatic symbols differ from the subprocesses used for naming of colors or
objects. In parallel, the connection between decoding and comprehension
changes, so that decoding becomes fluent and more automatic. The result is
that at the end of third grade, performance of object naming tasks, which have
semantic requirements, has a strong connection only to reading comprehension
measures, whereas naming of automatic symbols is directly related to decoding
measures. It is important to note that the connection between reading measures
and naming, appearing in third grade, remains stable thereafter.

Biddle (1996) carried out a study on the development of naming speed from
kindergarten to fourth grade. She reported that the most progress in naming
speed occurs for the majority children by first grade, and by second grade at the
latest. This finding may explain why the connection between naming speed and
word recognition remains strong among regular readers, although there is no
meaningful change if differentiation of word recognition occurs after second or
third grade. Despite this, children with a naming speed deficit, who do not suffer
from phonological processing difficulties, show gradual improvement of their
naming rate albeit not significant in any year. Due to the fact that automaticity
of word recognition, and probably naming, is not reached among reading dis-
abled children, it is easy to understand the finding (McBride-Chang & Manis,
1996) that naming abilities of disabled readers continue to hold a strong and
stable connection with word recognition until at least fourth grade, whereas
among regular readers phonological awareness, and not naming speed, sustains
a strong and stable connection with word recognition.

The previous findings emphasize the importance of differentiation in the use
of naming measures to predict reading, as well as for remedial and educational
purposes.

Van den Bos, Zijlstra, and Spelberg (2002) addressed developmental rela-
tions between naming and reading speed. Their subjects included children from
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elementary school, grades two (age 8), four (age 10), six and seven (age 12), stu-
dents from secondary education classes (age 16), and parent pairs (age 46). The
purposes of the study were to determine how continuous naming speeds for four
stimulus types (letters, numbers, pictures, and colors) and reading speed for a
word list increase across a life span, to investigate changes in the interrelations
of naming speed of these four stimulus types across various age levels, and to de-
termine the development of naming and word reading speed associations at var-
ious age levels.

Results indicated that word reading speed and naming speeds of colors and
pictures continue to increase into mature adulthood, and confirm the hypothe-
sis that naming speed increases as a function of age, with the sharpest increase
apparent in early grades. For letter and number naming, asymptote scores are
reached at around age 16. An increased common speed factor was observed, as
well as a differentiated and increasingly independent pattern of alphanumeric
associations. The researchers believed that these findings reflect a gradual
strengthening of initial, loosely connected alphabetic and numeric access
routes into an integrated alphanumeric lexical network, which is explained by
the hypothesis that letter and number naming speed interact with both reading
and arithmetic practice.

In addition, regression analyses and correlations between naming factor
scores and reading speed showed a developmentally increasing relation be-
tween reading and alphanumeric naming speeds, whereas unique contribu-
tions of color and object naming speeds to reading speed were erratic. Thus, as
children grow older, there is a selective increase in the relation between word
reading speed and naming speed, as the increase applies only to alphanumeric
naming stimuli and not to the more erratic relation between word reading and
color-and-objects naming speeds.

This study supports the theory, which describes reading recognition devel-
opment as a domain-specific learning process with reciprocal facilitating links
to alphanumeric symbol-naming speed development.

NAMING SPEED DEFICITS AMONG DYSLEXICS

Many studies deal with the special relation between naming speed and reading
among children with a severe reading disability. In a 5-year longitudinal study,
Wolf and Obregon (1989) divided disabled readers into two groups, underprivi-
leged readers and dyslexics. They found that from kindergarten until fourth grade
the dyslexics were significantly slower than the underprivileged readers on every
sequential naming measure (RAN). Conversely, a significant difference in accu-
racy on object naming tasks, which are based on semantic ability, was found be-
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tween dyslexics and normal readers, but was not found between dyslexics and
underprivileged readers. When the subjects were given a multiple-choice recog-
nition test of words to name, dyslexics were more successful than underprivileged
readers. The explanation offered by the researchers was that underprivileged
readers had difficulty naming a word because they did not know it, whereas dys-
lexics found naming difficult because their hurdle was retrieving the word.

Felton, Wood, Brown, Campbell, and Harter (1987) studied naming speed
differences between dyslexic children and children with other learning disabili-
ties, among them children with attention disorders, and revealed naming deficits
specific to dyslexic children that do not exist in other disorders (see also Spring &
Davis, 1988). Felton et al. (1990) found that these differences remain in adult-
hood despite remedial teaching and acquisition of phonological skills. In the lat-
ter study, the researchers found that tasks requiring sequential retrieval of visual
symbols (e.g., RAS and RAN) revealed differences between adult dyslexics and
adults without reading disabilities in the most accurate manner.

Wolff et al. (1990) also found that these differences exist among adolescents
and young adults. They compared adult dyslexics who received systematic,
long-term remedial teaching with those who did not come by such instruction.
They found that although both groups differed in their naming speed from nor-
mal readers, these groups did not differ from each other, despite their different
reading levels. It seems that naming difficulties were consistent, stable, and not
overly affected by remedial teaching. Nevertheless, it is important to note that
the type of remedial teaching given appears significant, and thus general con-
clusions should not be drawn yet regarding the improvability of naming speed.
The findings of this study support the claim that the connection between nam-
ing speed and reading ability grows poorer with time, even though it still exists
among adult dyslexics. It is clear that the decoding process becomes more auto-
matic with age, thereby creating the differentiation of the two processes; the
reading process requires higher level subprocesses, whereas naming of visual
symbols continues to be based on lower level subprocesses or on a general speed
of processing factor.

POSSIBLE EXPLANATIONS
FOR NAMING SPEED DEFICITS

Phonological Difficulty

There is virtually no disagreement in the literature regarding the existence of
some form of naming speed deficit in dyslexia. It has been proposed that behind
deficits in naming speed lie phonological deficits, as naming speed is tradition-
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ally seen as a phonological processing ability. Naming is commonly treated as
retrieval of phonological codes from long-term memory (Wagner, Torgesen,
Laughon, Simmons, & Rashotte, 1993) or as phonological encoding with lexi-
cal access (Wagner & Torgesen, 1987).

There is some important evidence, however, both theoretical and empirical,
which disputes this phonological explanation for naming deficits. First, as stud-
ies have indicated, the naming process requires capabilities such as attention to
stimuli, perceptual processes specific to the visual modality, access to lexical in-
formation stored in long-term memory (both semantic and phonological), ac-
cess and retrieval of phonological labels, articulation, and precise integration
and timing within and between subprocesses. Second, the correlation between
naming speed and various measures of phonological processing is low
(Cornwall, 1992) or nonexistent (Felton & Brown, 1990).

Current reading models assume that reading and naming have several com-
mon levels of processing, including visual analysis, semantic access, access to
the phonological output lexicon (POL), and selection and sequencing of pho-
nemes for production (Breen & Warrington, 1995).

However, a common route to the POL, shared by naming and reading, could
not account for disassociations found between semantic errors in naming and
oral reading (Southwood & Chatterjee, 1999, 2000). These researchers pre-
sented a case of a deep dyslexic, who exhibited semantic errors in naming that
exceeded those in oral reading. The researchers proposed a model related to the
organization and processing structure of the reading system, the simultaneous
activation hypothesis (SAM). They suggested that object naming is primarily
constrained by the semantic route, and if damaged, renders the selection of the
appropriate phonological code extremely difficult.

The researchers extended the simultaneous activation hypothesis (SAM) by
assessing error patterns associated with phonological dyslexia. Based on their
study, they proposed a SAM framework to account for dissociations in semantic
and phonological errors. In line with this view, semantic errors are absent dur-
ing oral reading if additional information, available from other reading routes,
facilitates activation of the appropriate phonological entry. During naming, de-
graded semantic information, rather than the correct phonological entry, con-
strains the activation of a semantic associate in the POL. The presence of pho-
nological errors in oral reading and their near nonexistence in object naming
occurs because additional information from other reading routes activates a
partial phonological entry in reading, as opposed to naming.

Wagner et al. (1993) identified three phonological skills related to reading
ability: phonological awareness, phonological encoding in working memory,
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and access rate to phonological information. They have reported some surpris-
ing results, which state that one source explains performance differences be-
tween good and poor readers on tasks involving phonological awareness and
phonological encoding in working memory, and another source explains differ-
entiation on sequential naming tasks. This result, according to the researchers,
indicates the existence of two separate abilities at the basis of phonological
processing. However, it can also be interpreted as supporting a basic difference
between cognitive requirements of naming and those of phonological aware-
ness and encoding.

A low correlation between naming speed and phonological awareness meas-
ures was also found in the German language. The German orthography is flat in
comparison to English, with more grapheme–phoneme regularity. This means
that phonological requirements are reduced. It has been shown that in this type
of language, dyslexics have less difficulty on phonological tasks. However, they
do exhibit clear naming speed difficulties (Wimmer, 1993). This finding also
supports the existence of two separate abilities.

Research results also show that naming speed and phonological measures in-
teract differently with various reading measures. In a series of studies carried out
by Bowers and her colleagues, performance on phonological tasks strongly pre-
dicted recognition of words and pseudowords, but did not predict word and text
reading speed. However, it appears that naming speed does not predict recogni-
tion of pseudowords at all, but rather predicts accuracy and recognition speed of
words of relatively high frequency in the language (Bowers, 1993, 1995; Bowers
et al., 1988; Bowers & Swanson, 1991). Cornwall (1992) found that phonologi-
cal awareness clearly and independently predicted word recognition, as well as
reading speed and accuracy. It is important to note in this context that develop-
mental factors have an affect on the various naming and reading measures, as
mentioned earlier.

Further evidence that naming speed deficits are not dependent on phono-
logical processing deficits is derived from the fact that reading disabilities can be
classified into subgroups based on these deficits. Lovett (1984) was the first to
suggest classification of reading disabilities into subgroups—the first containing
those with a reading rate deficit and the second made up of those with a reading
accuracy deficit. Children with reading rate deficits were characterized by slow
naming, slow but accurate word recognition, good phonological processing abil-
ities, and reading comprehension difficulties. Those children with an accuracy
deficit exhibited phonological processing difficulties, as well as slow, trouble-
some word recognition and comprehension. Lovett therefore concluded that
naming speed deficits may exist among poor readers who do not have phonolog-
ical difficulties.
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Wolf and Bowers conducted a series of studies that dealt with the “double
deficit hypothesis,” according to which most readers fall into one of four sub-
groups: no deficit, phonological processing deficit, naming speed deficit, or a
double deficit, both in phonological processing and naming speed (Bowers,
1995; Bowers, Golden, Kennedy, & Young, 1994; Bowers & Wolf, 1993; Wolf
& Bowers, 1999; Wolf & Obregon, 1992). The researchers found that phono-
logical processing of readers with a naming speed deficit did not significantly dif-
fer from that of regular readers. However, their naming speed was slower com-
pared to both regular readers and readers with phonological processing deficits.
In comparison, the naming speed of readers with phonological processing defi-
cits did not differ from that of normal readers, whereas phonological processing
was lower than that of both regular readers and readers with naming speed defi-
cits. In addition, children with a double deficit displayed both slower naming
speeds and lower phonological processing when compared to regular readers,
and did not differ from readers with phonological deficits on phonological pro-
cessing or from readers with naming speed deficits on naming speed. Readers
with phonological processing deficits scored lower on measures of word recogni-
tion accuracy than readers with naming speed deficits, whereas those with
speed deficits scored lower on measures of reaction time in word recognition.
Both groups with single deficits achieved relatively low scores on all reading
ability measures when compared to regular readers, with a gap of 1 to 2 years.
The readers with a double deficit achieved lower scores than regular readers,
with a gap of 2½ to 3 three years. Thus, the group with a double deficit displayed
a more severe deficit. It is interesting to note that readers with single phonologi-
cal deficits or those with a double deficit are those primarily recognized in early
stages of reading acquisition, this due to their obvious decoding problems.
Those with naming deficits are usually identified later, around fourth grade,
when the lack of decoding automaticity disrupts their reading comprehension,
at a stage when it is expected to be at a relatively high level. These findings pro-
vide important support for the claim that phonological processing ability and
naming speed are two independent abilities, and a deficit in each one of these
abilities manifests reading difficulties with disparate characteristics.

The important results of the aforementioned studies have been replicated in
other studies. Lovett (1995) replicated these results in a large clinical study of
children with severe reading disabilities, and found that although most of the
children fell into the double deficit group, others had either a single phonologi-
cal processing deficit or a naming speed deficit, with similar characteristics to
those found by Wolf and colleagues. Lovett also examined subject responses in
the different subgroups, to intervention, and found that most subjects profited
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from a phonologically based intervention method. However, subjects with a
single phonological deficit showed the greatest improvement in reading ability
as a result of this intervention. She concluded that subjects with naming speed
deficits, both in the single and the double deficit subgroups, required an inter-
vention method with a different emphasis in order to achieve maximum results.

McPherson, Ackerman, Oglesby, and Dykman (1996) provided primary evi-
dence of neurophysiological differences between the phonological and naming
speed subgroups in an evoked potentials study. The subjects were divided into
two groups, with and without phonological deficits. Those with phonological
deficits exhibited a pronounced lack of phonological priming. These subjects
presented a longer and larger priming effect than other subjects, mostly on the
lateral sides of the brain. It seems they were less inclined to move from one proc-
essing stage to another.

Wimmer, Mayringer, and Landerl (1998) examined whether the character-
istic reading speed impairment of German dyslexic children results from a gen-
eral skill automatization deficit (Nicolson & Fawcett, 1990) or from a more spe-
cific deficit in visual naming speed and phonological skills. The hypothesized
skill automatization deficit was assessed using balancing of peg movement and
visual search. RAN tasks served as a measure of impaired visual naming speed,
and the phonological deficit was assessed by speech perception, phonological
sensitivity, and phonological memory tasks. The researchers did not find evi-
dence for a skill automatization deficit, as the dyslexic children did not differ at
all on the balancing tasks, and to a small extent on the other nonverbal tasks.
However, the dyslexic children exhibited impaired visual naming speeds and
impaired phonological memory performance.

Manis et al. (2000) explored coexisting relations among measures of naming
speed, phonological awareness, orthographic skill, and other reading subskills
in a sample of second graders. They used naming speed, as measured by the
RAN task, to account for unique variance in reading; vocabulary and phonemic
awareness data were controlled. Naming skills had a stronger unique contribu-
tion to orthographic skills, whereas phonemic skills had a stronger contribution
to nonword decoding.

Marked difficulties on a range of reading tasks, including orthographic proc-
essing, were exhibited by the double deficit subgroup (slow naming speed and
low phonemic awareness), but not by the groups with only a single deficit.
These results were partially consistent with Bowers and Wolf’s (1993) double
deficit hypothesis of reading ability. The researchers found that the group with
both deficits had relatively poor reading, and differed from children with single
deficits on the orthographic choice task. The greatest impairments in reading
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were associated with the slowest naming times. Manis et al.’s (2000) results dif-
fered from those of Bowers and Wolf (1993) in the degree of impairment seen
among children with only a naming speed deficit. This group was the least im-
paired compared to the subgroups with naming speed or phonemic awareness
deficits, and did not show the deficient orthographic skills noted by Bowers
(Bowers, Sunseth, & Golden, 1999; Sunseth & Bowers, 1997).

Nation, Marshall, and Snowling (2001) investigated the object naming skills
of dyslexic children, children with poor comprehension, and children with nor-
mally developing reading skills. The researchers used pictures with names vary-
ing in word length and frequency, and found that compared to regular age-
matched readers, dyslexic children were less accurate at naming pictures with
long names. The dyslexic readers also made a disproportionate number of pho-
nological errors. In contrast, children with poor comprehension exhibited nor-
mal effects of word length, but were slower and less accurate at naming pictures
than the control group. They were particularly poor at naming pictures with low
frequency names. Unlike the majority of results from the studies already de-
scribed, these findings led to the conclusion that phonological processing defi-
cits are at the core of object naming difficulties in children with developmental
dyslexia.

It is important to note that individual differences in naming arise from the in-
teraction of strengths and weaknesses in phonological and semantic processing,
as illustrated by the fact that dyslexic children did not experience greater diffi-
culty in dealing with low frequency words than the reading age controls. Thus,
it is possible that the source of the children’s difficulties varies in accordance
with the nature of their underlying language strengths and weaknesses.

Vocabulary Acquisition Difficulty

Wolf and Goodglass (1986; discussed earlier) examined the hypothesis that
naming speed and effective reading are connected by the quality of readers’ vo-
cabulary. In this study, subjects were given a receptive vocabulary test and the
Boston naming task. Results indicated differences between good and poor read-
ers on the naming speed task, but not on the vocabulary test.

Wolf and Obregon (1992) chose the same discrete naming task to examine
the connection between naming speed and reading measures among dyslexic
readers and older regular readers aged 9–10. They found a significantly strong
connection between performance on the naming task, reading comprehension,
and reading aloud, and a significant but poor connection to word recognition.
This finding corresponds with the developmental direction discussed earlier. In
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order to examine the question of vocabulary influence in this context, the nam-
ing test included a multiple-choice component presented at the end of the test.
Each subject was requested to select the target word from four possibilities. No
difference in accuracy was found between dyslexics and regular readers on this
task, indicating no vocabulary difficulty. It appears that the differences between
normal and dyslexic readers stem from retrieval ability rather than a vocabulary
deficiency.

Articulation Difficulty

Ackerman and Dykman (1993) examined the connection between naming def-
icits among dyslexic readers and slow rates of articulation. According to
Baddeley (1986), all deficits related to dyslexia, including lack of phonological
sensitivity, slow naming, and poor short-term memory, can be explained by the
slow rate at which dyslexics express units of sound. He showed that the memory
range of verbal stimuli is significantly related to their articulation rate. For ex-
ample, the average memory range for one-syllable words is longer than the
memory range for five-syllable words. This finding can be explained by the fact
that the articulation time of words with one syllable is shorter than the articula-
tion time of words with five syllables. Thus, if the articulation rate of dyslexics is
slower than their memory range, then the range is shorter, and thus their pho-
nological sensitivity is lower. The claim is that these children cannot retain
phonetic information in short-term memory for the length of time necessary to
create phonetic patterns. In order to examine this claim, the articulation rate of
dyslexic children from age 7 to 12 was measured. They were asked to count from
1 to 10 as many times as possible in a given time frame, repeat their ABCs in a
given time frame, and repeat words with an increasing number of syllables, and
their performance rate was measured. The dyslexics’ performance was com-
pared with that of children with attention disorders and with underprivileged
children, but no significant differences were found.

However, dyslexic readers did differ from the other two groups of readers on
three measures: phonological sensitivity, sequential naming, and short-term
memory range. Thus, based on this study, these differences cannot be attributed
to articulation rate.

Obregon (1994) continued to examine the articulation rate hypothesis using
a computer program that analyzed children’s speech fluency during the RAN
task. He did not find significant differences between normal and dyslexic read-
ers when comparing the time it took to articulate visually presented symbols.
However, he did find differences in interval times between stimuli; dyslexics
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took longer to retain the previous stimulus, perceive and recognize the current
stimulus, and activate lexical access and retrieval processes for the following
stimulus.

Short-Term Memory Difficulty

Short-term auditory memory errors are a characteristic of dyslexics’ perform-
ance that repeatedly appears in the literature. There are theories suggesting
that dyslexics do not use memory strategies correctly, or that they have rela-
tively slow access to the lexicon from the visual and auditory channels (Ellis &
T. R. Miles, 1981). Other theories attribute this short-term memory difficulty to
a more specific deficit in the use of phonological codes. Evidence supporting
this claim includes the finding that dyslexics exhibit less of an advantage in re-
membering rhyming words as opposed to nonrhyming words, compared to regu-
lar readers (Mann, 1984), and they encode spoken sounds more slowly (Tallal,
1980). According to the proponents of these theories, the difficulty in rapid
naming stems from the same phonological deficit.

In a study conducted by Bowers, Steffy, and Swanson (1986), the researchers
examined the contribution of short-term auditory memory, naming speed, and
speed of visual processing to the reading ability of children from age 7 to 12,
whose reading age was 2 years lower than their chronological age-matched
peers. As in previous studies, a positive correlation was found between short-
term memory levels and reading ability. However, memory contributed signifi-
cantly less to this correlation, when the children’s intelligence and attention
levels were controlled. A strong connection was found between performance
on the Wechsler Intelligence Scale for Children–Revised (WISC–R) digit span
test, sentence memory test, and measures of attention and intelligence, whereas
no connection was found between naming and these measures. In addition, the
variance common to memory and reading ability, not explained by attention or
intelligence measures, was explained in full by digit naming speed.

Visual Scanning Difficulty

Spring and Davis (1988) suggested that the gap often found between reading
and sequential naming measures, as opposed to discrete naming measures (dis-
cussed earlier) can be explained by visual scanning difficulties among poor read-
ers. According to these researchers, good readers are able to name a stimulus,
while simultaneously processing the next stimulus to its right, or in other words,
perform parallel processing of a number of stimuli. On the other hand, poor
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readers are only capable of serial processing. Good readers use parallel process-
ing in sequential naming of word lists, but not in discrete naming, which there-
fore does not reveal the advantage of good readers.

Swanson (1989) tested this claim in a controlled study in which she manipu-
lated the interval between stimuli. In the first condition, subjects were re-
quested to perform discrete naming as in previous studies, with an adequate in-
terval between stimuli, whereas in the second condition the interval was
shorter. In addition, the stimuli surrounding the target stimulus were also ma-
nipulated. The target stimulus appeared either alone or in an array of three
stimuli as the center stimulus, with no gap between the stimuli. However, in the
first condition, the stimulus to the right of the target stimulus became the target
stimulus in the next stage, whereas in the second condition this was not the
case. The results were that naming speed in the simple condition, in which the
stimulus was presented alone and had an adequate interval, explained most of
the naming speed variance between good and poor readers in first, third, and
sixth grades. Each of the conditions distinguished between the two reading
groups, whereas the stimulus to the right of the target had no influence.
Swanson concluded that the differences between readers were not related to
their ability to perform parallel processing. A later study carried out by Bowers
and Swanson (1991) had similar findings for good and poor readers in second
grade.

POSSIBLE CONNECTIONS BETWEEN NAMING
SPEED AND READING DISABILITY

Naming Speed and Difficulty Creating Orthographic Patterns

Bowers and Wolf (1993) suggested that naming speed is related to the rate at
which children create orthographic patterns when exposed to print. According
to this hypothesis, slow naming of visual stimuli can contribute to reading diffi-
culties in three ways: First, it prevents the creation of connections between
phonemes and orthographic units at the word and subword levels, and their
amalgamation into patterns; second, it restricts the quality of orthographic
codes that memory is based on; and third, it increases the exposure required to
create stable orthographic patterns.

Adams (1981) suggested a model of orthographic surplus, according to
which good readers learn to associate between letters in a certain sequence, so
that with time they recognize orthographic patterns and not just single letters. If
recognition of single letters is slow, then letters in a word are not activated at a
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time proximity sufficient to allow creation of frequently repeated orthographic
patterns. This results in lack of familiar orthographic patterns (sight words) by
the reader, who needs these patterns for fluent reading. Thus, the reader re-
quires more practice time and exposure to create quality orthographic patterns.

Based on neurocognitive evidence, Wolf (1991) claimed that there is a con-
nection between slow visual naming and deficient development at the cellular
level. As discussed in the visual processing chapter, there is a significant
amount of converging evidence supporting deficits in the magnocellular sys-
tems of dyslexics, possibly influencing the speed at which they process informa-
tion. A reduction in processing speed, at the base of the naming speed deficit,
may support the explanation offered by Bowers and Wolf (1993). If visual rec-
ognition of single words occurs slowly among dyslexics, it does not allow pro-
duction of connections between letters, which appear with high frequency si-
multaneously in words, and thus orthographic patterns are not created
(Seidenberg & McClelland, 1989).

Naming Speed Representing General Temporal Processing

As discussed in previous chapters, there is extensive behavioral evidence that a
temporal processing deficit exists in dyslexics in three areas: visual, auditory,
and motor (see Breznitz, 1996; Farmer & R. Klein, 1995; Wolf & Bowers, 1999,
for detailed surveys). A number of important points, pertaining to the connec-
tion between naming and reading, arise from an examination of this evidence
(see chap. 6 as well).

First, it seems that the evidence, although comprehensive, cannot be solely
explained by slow reaction time. Timing differences appear only when a choice
or integration task, including a number of subprocesses, is involved. With re-
spect to motor functions, problems occur when dyslexics are required to arrange
a number of behavioral units into larger patterns by temporal organization (as
performing two actions one after the other). It seems that both in motor func-
tioning and in the two sensory modalities differences between dyslexics and reg-
ular readers are not present at the basic level of reaction time, but rather occur
when temporal selection and coordination, which overload the cognitive sys-
tem, are required.

Another point clearly arising from this evidence is the critical role that speed
and sequence have in distinguishing between dyslexics and regular readers, spe-
cifically in visual and auditory areas. For instance, dyslexics perform as well as
regular readers when basic judgment, regarding the presence or lack of a stimu-
lus, is required, even when it is presented rapidly (e.g., a short flash of light).
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However, when a distinction must be made concerning whether one or two
stimuli have been presented in a sequence, dyslexics require a longer interval in
order to discern the existence of two stimuli. Additionally, when a distinction
must be made between two stimuli, and the presentation of stimuli is either si-
multaneous, or in sequence with very short intervals, dyslexics do not perform
as well as regular readers. When judgment regarding the order of stimuli is re-
quired, dyslexics exhibit difficulties only when presentation time is rapid. The
difficulty ceases when intervals between stimuli are sufficiently long.

Some neurological evidence may explain these behavioral findings. In addi-
tion to Galaburda’s findings regarding the irregularity of the magnocellular sub-
system in the lateral geniculate nucleus, which is involved in rapid processing of
visual information, Galaburda and his associates also found evidence for
magnocellular irregularity in the medial geniculate nucleus, which is the area
responsible for coordination of auditory information (Galaburda, Menard, &
Rosen, 1994). The latter area determines the speed at which auditory informa-
tion is processed, and thus deficient development of this area may impair a
child’s ability to discriminate between phonemes and create accurate phoneme
representations.

Merzenich, Tallal, and associates (Merzenich et al., 1996; Tallal, 1993) car-
ried out studies on children with language deficits. They claimed that a tempo-
ral processing deficit causes problems with perception and discrimination of au-
ditory stimuli presented rapidly, leading to problems in discriminating between
language sounds. This difficulty interferes with retrieval of phonological codes
and creates deficient phonological awareness, which leads to a reading acquisi-
tion deficit.

Farmer and R. Klein (1995) distinguished between auditory temporal proc-
essing deficits, which lead to phonological dyslexia characterized by phonologi-
cal processing difficulties, and visual temporal processing deficits, which lead to
surface dyslexia characterized by orthographic processing difficulties (in agree-
ment with the first explanation offered by Bowers & Wolf, 1993).

Wolff and associates (Wolff, 1993; Wolff et al., 1990) offered a different ex-
planation for behavioral findings regarding deficient temporal processing
among dyslexics. They found that dyslexics have problems on tasks that require
a rapid pace, mostly when output comes from both hemispheres. For example,
when required to perform various actions with both hands simultaneously, dys-
lexics’ performance was worse than that of regular readers. They concluded
that differences between dyslexics and regular readers stem from differences in
interhemispheric information transfer rates. In an MRI study carried out on a
small group of dyslexic children, Hynd and associates (1995) found a number of
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anatomical differences in the front and rear areas of the corpus colossum, which
regulate transfer of information between hemispheres. This finding supports
the claim of Wolff and his associates.

Ojemann (1983, 1984) suggested an alternate way of looking at the connec-
tion between naming speed and reading. He indicated that reading, naming,
and miming of sequential facial movements can be disrupted when the front
(anterior) areas of the frontal lobe are blocked by electrical stimulation. He
claimed that the common mechanism in these linguistic and motor functions
may prove to be a precise timing mechanism. According to Ojemann, a deficit
in this mechanism may explain the frequent disorders of linguistic and motor
functions common to aphasia and apraxia. Tzeng and Wang (1984) also
claimed that a timing mechanism exists, and referred to dyslexia as a special
case of documented deficits in this mechanism. According to these researchers,
rapid use of a sequential strategy is the critical factor at the base of linguistic
lateralization in the left hemisphere, where temporal control is located. Readers
with a severe reading disability cannot utilize the left hemisphere’s timing
mechanism, in order to encode the precise letter order in written language, and
are consequently unable to use grapheme–phoneme coordination rules to
achieve reading fluency.

Llinas (1993) conducted a neurological study in an attempt to explain the
connection between perceptual, motor, and linguistic timing deficits among
dyslexics. He claimed that a more general temporal deficit, related to the nuclei
in the thalamus, is at the base of the disorder. These nuclei function as a general
timing mechanism, which regulate neuron stimulation rates in various motor
and sensory areas of the brain.

A larger number of researchers proposed that linguistic processes rely on a
timing mechanism in the brain, which is responsible for the regulation of the
speed of the incoming information (Ojemann 1983, 1984; Tzeng & Wang,
1984; Wolf & Biddle, 1997). A later study suggested that this time mechanism
might be in the cerebellum (Nicholson, Fawcett, & Dean, 2001).

Speed of Processing Hypothesis for Effective RAN Processes

Written language processes, including naming, are based on various brain
sources and require the timely arrival and integration of the incoming informa-
tion. Given the limitation of the information-processing system, these processes
are strongly time constrained. It is well documented that dyslexic readers are
slower than regular readers in performing RAN tasks (see Misra, Katzir, Wolf,
& Poldrack, in press, for a review). But what are the sources of this slowness?
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The literature to date has mainly measured this slowness using subjects’ behav-
ioral reaction time. When behavioral measures are used in RAN studies, infor-
mation concerning the entire sequence of cognitive activity is provided only at
the conclusion of processing, at the output stage. This stage only occurs after
the completion of sensory, cognitive, and motor processes (Bentin, 1989). It is
therefore difficult to determine, on the basis of behavioral measures alone, the
extent to which dysfunction or slowness at any particular stage along the infor-
mation-processing sequence contributes to slow RAN performance. The use of
ERP methodology in cognitive research allows us to track online the timing of
cognitive activities involved in the processing of information, such as the per-
ception and discrimination of stimuli, the classification and retrieval of stimuli,
and the processing of information in working memory (Bentin, 1989; Breznitz,
2001a; Breznitz & Meyler, 2003; Breznitz & Misra, 2003).

In an attempt to investigate the source of the RAN slowness in dyslexic
readers, Breznitz (2005) studied the speed of processing of the cognitive com-
ponents activated during letter and object-based RAN tasks among regular
and dyslexic readers by using electrophysiological measures with ERP meth-
odology. When using the ERP method, the presentation of the RAN stimuli
required some modification. Instead of a matrix presentation, the stimuli ap-
peared on the computer screen in blocks of five symbols at a time. In this way,
the sequential basis of RAN could be maintained while preventing the intru-
sion of motoric movements in the ongoing EEG (Breznitz, 2005). In all of the
experimental tasks, N100–P200–N200 (related to perceptual processing) and
P300 components (related to memory processing) were identified among all
subjects (see chap. 10 for more details). The peak latencies of all ERP compo-
nents appeared significantly later in the dyslexic group. In both RAN tests,
the between group differences were observed both with the ERP latencies and
with reaction time (RT). The ERP components appeared later and the RT
were longer in the dyslexics. In both letter and objects the between group dif-
ferences in N100–P200 were between 30 ms and 40 ms, and in the P300 be-
tween 63 ms and 70 ms. In the letters task, the difference in RT was 192 ms
and in the objects it was 276 ms. Breznitz (2005) suggested that during the
processing of the RAN tasks, speed of processing at all stages in dyslexic read-
ers is slow. This slowness starts with the perception of the stimuli (N100), con-
tinues in the stimuli discrimination process (P200) and the working memory
process (P300), and is expressed finally in terms of a slow output (reaction
time). Similar results were found in a word recognition ERP study where the
stimuli were words and pseudowords (Breznitz, 2002; Breznitz & Meyler,
2003; Breznitz & Misra, 2003; see also chap. 10).
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In order to further investigate the underlying processes of the RAN tasks, an
additional study was carried out whereby 73 dyslexics and 73 regular adult read-
ers were tested with four RAN tests: letters, numbers, objects, and colors
(Breznitz, 2005; see also chaps. 10 and 11). A factor analysis of the four RAN
measures yielded a single factor explaining 86.46% of all the factor variance.
The following are the specific loadings of the variance: .95 for letters, .95 for
numbers, .93 for colors, and .87 for objects. A stepwise multiple regression anal-
ysis was performed for each group differently. The dependent variable was the
RAN factor and the independent factors were word decoding fluency (1-
minute tests for words and pseudowords), phonological (omission, deletions),
orthographic (parsing test), digit span (STM), working memory, verbal fluency,
speed factor (WAIS–R), and automaticity (Stroop test) (for details, see chap. 9,
and Breznitz, 2002).

The analysis revealed different results in the two groups:

The dyslexic group: Two measures entered into the regression equation and
explained 49% of the variances in the RAN task among the dyslexics. The
first was the latency of P300 in the letter RAN task with Rsq = .41, β = .65.
The second was orthographic time measure (parsing time) with Rsq = .8, β
=.25.
The average readers group: Three measures entered into the regression equa-
tion and explained 48% of the variances in decoding among the con-
trol group. The first was the P200 of the RAN letter test Rsq = .32, β = .44.
The second was automaticity measure (Stroop time) Rsq = .11, β =
.36. The third was the phonological performance time measure, Rsq = .5,
β = .22.

These results suggested a fundamentally different process between the dys-
lexics and the regular readers when processing the RAN tasks. The perception
stage for the regular readers (as expressed by P200 latency) and working mem-
ory for the dyslexics (as expressed by P300 latency) explain most of the vari-
ances in processing RAN tasks. In regular readers, the stimuli are stored accu-
rately in the mental lexicon, and little else besides perception is subsequently
needed for fast retrieval. As such, the regular readers are able to finish process-
ing the information very early on, at the stage of perception. In contrast, among
dyslexic readers, the presentation of stimuli in the mental lexicon is impaired,
which leads to incomplete storage. Consequently, perception is insufficient for
stimuli identification and the dyslexics must carry the (uncompleted) process-
ing of the initial stimuli on to the working memory stage, and perhaps even fur-
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ther into long-term memory. It appears that RAN is more strongly connected to
word decoding fluency score for dyslexics than for normal readers. Among the
dyslexic readers, the RAN factor correlates with word decoding fluency score, r
= .59, p < .001, and in the controls, r = .39, p < .01.

In sum, effective RAN processing relies on fast speed of processing at all
stages. The dyslexic subjects were slower than the controls at all stages of proc-
essing the RAN tasks. Whereas for regular readers SOP at the perception stage
is the crucial factor for fast RAN processing, among the dyslexics it is the SOP in
the working memory stage. Similar results were found when the two groups
processed linguistic information (see chap. 11 for more details).
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Mental behavior involves cognitive activities, which greatly vary in nature and
level of complexity. These activities, viewed as sets of disparate cognitive proc-
esses, take time to complete. The precise duration of a mental activity is an out-
come of individual processing abilities. The literature terms this concept speed
of processing (SOP). An operational definition of SOP is “the total speed re-
quired for a person to perform a cognitive task at any processing level.” In other
words, each cognitive activity is composed of a sequence of actions, each requir-
ing a certain execution time. Response time is the time it takes to perform each
subprocess of the complete task. Therefore, speed of processing is the time pass-
ing from external stimulus presentation until the behavioral response to the
stimulus (Kail, 1991a).

During this time, the information is perceived and processed via various mo-
dalities and systems, activated in different brain locations and through several
stages of activation within the information-processing system (Atkinson &
Shiffrin, 1971). According to Kail (1991a), the modalities and systems acti-
vated in a particular task with their differential processing speed, united with
the complexity of stimuli, are contributing factors to speed of processing. Thus,
Hale (1990) suggested that any information-processing activity also incorpo-
rates a basic speed of information processing. Rapid SOP is crucial for effective
task performance, given the rapid decay of stimuli, which imposes time limita-
tions on information processing.

Reading is an example of a cognitive activity that requires information proc-
essing under time constraints. Hence, SOP may be a crucial factor in accurate
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and fluent reading. A slow speed of processing might be a crucial factor in
dysfluent reading. This chapter is divided into two parts. The first part reviews
the concepts of SOP during cognitive activity, and the second presents evi-
dence for slow SOP in dyslexic readers.

WHAT INFLUENCES SPEED OF PROCESSING?

The research on SOP during cognitive activity is divided into several topics.
However, studies in this field generally focus on the age-related and develop-
mental aspects of SOP. Researchers have debated as to whether SOP is a
global characteristic (domain general) of the human brain with a genetic com-
ponent, or a part of a general ability (G factor), and they have focused mainly
on the connection between IQ and SOP. Others view SOP as task dependent
(domain specific) and related to cognitive processing levels. These issues are
addressed next.

AGE-RELATED CHANGES IN SPEED OF PROCESSING

Age-related changes are the most prevalent topic within research on speed of
information processing. The most compelling finding on SOP is that it changes
with age. Young children have been compared to older children and to young
and elderly adults. Developmental changes in SOP have even been examined
among 5-month-old infants using a novelty preference task. The latter study in-
corporated measures of time duration and number of trials needed to reach a
conclusion, such as the time infants needed to look at a familiar face before rec-
ognizing it (Rose, Feldman, & Jankowski, 2002). The number of trials de-
creased by 18% between 5 and 7 months of age, and by an additional 34%
between 7 and 12 months. Similarly, Hale (1990) reported that 10-year-old
children were 1.82 times slower than 15-year-olds and young adults, whereas
12-year-olds were only 1.5 times slower.

Investigations into age-related changes have consistently shown that a non-
linear change in SOP is evident across the life span. Two main findings stand
out. First, regardless of the task employed, response time decreases as a function
of age until adulthood. Thus, older children are faster than younger children,
but they are slower than young adults at performing a wide variety of tasks (Kail,
1979, 1991a; Wickens, 1974). Second, elderly adults process information
slower than young adults (Cerella, 1985; Neubauer, Spinath, Riemann, Bor-
kenau, & Angleitner, 2000; Posthuma, Mulder, Boomsma & de Geus, 2002;
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Salthouse & Somberg, 1982). One of the important issues raised in these stud-
ies is that the processing speed of elderly people is significantly slower than that
of young adults, even when their accuracy in processing information is similar.
We can thus hypothesize that SOP is separate from accuracy. If so, what are the
factors underlying SOP?

SPEED OF PROCESSING: A DOMAIN-GENERAL
OR DOMAIN-SPECIFIC COMPONENT?

SOP has been presented in two ways in the literature. On the one hand, SOP is
an outcome of a global mechanism (domain-general) that develops with age.
On the other, it is presented as a domain-specific component (task dependent)
that develops with learning and practice.

SOP as Domain General

Several studies have presented SOP as a domain-general skill (Jensen, 1982;
Kail, 2000; Levine, Preddy, & Thorndike, 1987). Kail (2000) provided devel-
opmental evidence in support of the thesis of a global mechanism that limits the
speed at which children and adolescents process information. The mechanism
is not specific to particular tasks or domains, but is rather a fundamental charac-
teristic of the developing information-processing system. It is hypothesized that
the underlying biological factor corresponding with SOP is the spread rate from
one node to another within the neural network (Kail 1986b, 1988a, 1991a). In
other words, age-related changes in SOP may reflect developmental changes in
neural communication rates, which are affected by the number of transient
connections in the central nervous system and age-related increases in
myelinization (Miller, 1994).

In experiments performed by Kail (1986a, 1988a), children, adolescents,
and adults aged 8 to 22 were given various tasks, such as mental rotation, ana-
logical thinking, mental additions, memory search, and visual search. Results
indicated that SOP developed similarly with age in all tasks. As children be-
come older, their SOP decreases. Kail (1991a) conducted a comprehensive re-
view of studies on SOP at various ages. The probes included a long list of linguis-
tic and nonlinguistic tasks (Hale, 1990; Hale, Myerson, & Wagstaff, 1987; Kail,
1985, 1986a, 1986b, 1988a, 1990, 1991a, for a review). Data analyses indicated
a linear connection, with a gradient above one, between SOPs at different ages.
This indicates that within age-matched normal readers, SOP is generally uni-
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form. It was suggested that SOP is a global, task-independent feature and it
changes rapidly in childhood and much slower in adulthood.

The studies by Kail (1991a) and Hale (1990) support the global trend hypothe-
sis, which suggests that all information-processing components develop simul-
taneously at a similar rate. Hale (1990) lent support to Kail’s (1986b) findings
that processing times in various tasks change in concert from age 10 through 15,
at which point SOP appears fully mature. Moreover, ratios of individual reac-
tion times to average reaction times are relatively constant across tasks (Hale &
Jansen, 1994).

Two factors influence the global trend hypothesis on SOP. One is the intrinsic
efficiency of individual processing steps, or style (see C. Roth, 1983); another is
the efficiency with which these steps are communicated (Hale, 1990). The de-
velopment of these two factors presumably depends on neurobiological changes
(Hale & Jansen, 1994). It is conceivable that SOP is affected by the time neural
messages require to reach cortical sensory areas, to leave cortical motor areas,
and to be perceived as output, for a given reaction time. Similarly, Ridderinkhof
and Van der Molen (1997) found that changes in SOP are global, and therefore
affect all cognitive functions (see also Travis, 1998).

Kail (1991a) discussed three principal interpretations of the characteristics
and operation of the general component in SOP. The first interpretation relates
to the positive transfer among speed processes. Kail (1991a) speculated that
skills used for performing certain tasks subsequently generalize to other do-
mains. However, as Kail casually pointed out, this interpretation suffers from
one major drawback, namely, that time-constrained tasks are domain specific.
Kail claimed that performance on these tasks does not usually transfer to tasks
lacking highly related processing requirements (Kail & Park, 1990). However,
time-constrained tasks such as reading, which are based on the precise integra-
tion of information from more than one entity (e.g., a grapheme–phoneme cor-
respondence), are not just based on speed of processing within each entity.
Rather, a mutual dialogue between the various entities with respect to the con-
tent and the speed of transfer of information is crucial for reading effectiveness.
This idea of a dialogue is developed in the synchronization theory spelled out in
chapter 13.

Kail’s second interpretation holds that, as children grow older, their avail-
able processing resources grow as well. Thus, an older child can allocate more
resources for a given time-constrained task, thereby reducing the time needed
to complete it. There are two possible ways in which this resource increase may
occur. There may be a purely quantitative increase in processing resources,
such that a general maturational change affects SOP in younger and older sub-
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jects. Alternatively, SOP may decrease as a result of increasing automatization
in task performance, thereby reducing subject response latencies (Kail, 1991a).
Kail and Salthouse (1994) agreed that speed of processing decreases with in-
creases in cognitive resources. However, they claimed that SOP decreased be-
cause adults could ignore stimuli, information, or processes that interfered with
task performance. They stated that an executive mechanism, responsible for in-
hibitory control, develops over the years and promotes quick and efficient pro-
cessing, unaffected by hindering factors. However, the existence of a resource
capacity has been questioned in recent years. According to Stanovich (1990),
encapsulation is a more suitable concept, because it emphasizes the representa-
tion of knowledge in memory, rather than the pool of available processing re-
sources. It can be suggested that appropriate resources enhance knowledge in
memory. The quality of task-related resources may be affected by the speed at
which the information is processed within and between these resources.

Kail’s third interpretation is based on an analogy of computer software
(Salthouse & Prill, 1983). Two computers may use the same software, provided
they have different cycle times. But one computer would require more time to
execute single commands. Similarly, a given person may require additional time
to scan task instructions into working memory, or to initiate a response. Thus,
reduced time cycles are analogous to decreased durations in cognitive opera-
tions.

Kail (1991a) claimed that general SOP changes, across tasks, are an out-
come of the following factors: improvements in memory (see also Geary, Brown,
& Samaranayake, 1991; Whitney, 1986), more resources allocated for a task, a
developmental decrease in SOP of cognitive operations, and neurobiological
changes in the central nervous system (see also Hale, Fry, & Jessie, 1993; Hale
& Jansen, 1994; Vernon, 1987). Effective SOP is also found to be connected to
metacognitive processes (Kail, 1988a). It was found that SOP increases the ef-
fectiveness of processes such as stimulus encoding, stimulus recognition, sen-
sory storage, memory comparison, and mapping of signals onto the appropriate
responses (Kerr, Davidson, Nelson, & Haley, 1982; Maisto & Baumeister,
1975).

Whitney (1986) suggested that speed of memory retrieval may be crucial to
SOP of cognitive information, because cognitive information at various levels
(e.g., word meanings, concepts, and symbols) is both stored and retrieved from a
general database.

Speed of processing was closely observed with respect to rates of semantic
memory retrieval, which is fundamental to both simple and complex tasks. Data
from multiple studies support the idea that developmental changes in rates of
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semantic memory retrieval cause changes in global SOP, in much the same
manner as other factors, such as the use of strategies or changes in the knowl-
edge base (Ford & Keating, 1981; Keating & Bobbitt, 1978). It is likely that the
content and organization of children’s semantic categories affect the speed of
information retrieval at different ages (Prawat & Cancelli, 1977; Sperber,
Davies, Merrill, & MacCauly, 1982).

One of the factors that affects memory retrieval may be the speed at which
the information is perceived and stored in the brain. A slow inflow of informa-
tion into the brain might slow the storage and impair the retrieval processes.

The Relations Between G Factor and SOP

A number of studies have focused on the hypothesis that SOP as a domain-
general factor is part of a global G factor (part of the IQ). SOP was tested when
processing various kind of intelligence (IQ) measures. Generally, a negative
correlation around r = −.50 was found between measures of SOP (Reaction
Time—RT/Inspection Time—IT) and measures of intelligence (IQ). The
faster the SOP, the higher the IQ score (Deary, 1993; Deary & Stough, 1996;
Finkel & Pedersen, 2000; Kranzler & Jensen, 1989; Luciano et al., 2001;
Neubauer et al., 2000; Posthuma et al., 2002; Vigneau, Blanchet, Lorenger, &
Pepin, 2002). Moreover, SOP was found to contribute nearly 50% of the vari-
ance in intelligence score (Jensen, 1982; Vernon, Nador, & Kantor, 1985).
Several IQ tests therefore incorporated, in addition to the verbal and the per-
formance measures, a speed factor measure. For example, in the WISC–R IQ
test (Wechsler, 1974), the speed factor was composed out of two subtests: the
Digit Symbols and Symbols Search.

The strong connection between SOP and IQ was interpreted in several ways.
Some have suggested that cognitive activities are all performed in working
memory, which has a limited capacity. The limitations on the quantities of
stored material and processed material complicate even simple tasks. The exis-
tence of decreased SOP allows more efficient processing. The quicker the
speed, the faster the information is encoded and processed into chunks, allow-
ing the processing of additional information. Moreover, the faster the process-
ing, the quicker the retrieval from long-term memory, and the more likely that
information in short-term memory will not fade. Consequently, those who an-
swer correctly on more questions in IQ tests are those with faster SOPs (see also
Luciano et al., 2001; Vigneau et al., 2002). However, Sternberg (1966) ques-
tioned these interpretations and argued that as the complexity of tasks in-
creases, longer time measures reflect the increasing meta-componential re-
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quirements of a task. That is, longer processing time can be also associated with
more in-depth and higher level processing, rather than with difficulties in infor-
mation processing. Thus, Sternberg discussed the importance of measuring
time allocations for the separate component processes, rather than emphasizing
the central and/or indiscriminate SOP.

Other studies suggested that the correlations between intelligence and SOP
are based on increased neural efficiency of the central nervous system. In these
studies, methods such as evoke respond potential (ERP) (Blinkhorn &
Hendrickson, 1982), regional blood flow in the cortex (Risberg, 1986), meta-
bolic activity of glucose (Parks et al., 1990), and peak alpha wave (Posthuma,
Neale, Boomsma, & de Geus, 2001) were used. Higher intelligence was found
to be related to increased neural efficiency of the central nervous system
(Vernon & Mori, 1992). T. E. Reed (1984) hypothesized that intelligence and
neural efficiency are correlated, based on genetic factors related to structure
and quantity of neurotransmitters that affect SOP, which in turn affect intelli-
gence. In other words, faster neural conduction enables faster SOP, leading to
better results on IQ tests. Reed revealed a connection between SOP and neural
conduction velocity. Conduction velocity is the speed at which an electric im-
pulse is transferred along nerve fibers and synapses (T. E. Reed, 1984). This is
presumably associated with the quantity of transmitters at the end of a synapse,
and the speed at which they are released (M. A. Reed, 1989), or associated with
the myelin, which insulates the nerves and leads to faster and better conduction
of the electric impulse (Miller, 1994). These researchers examined whether
conduction velocity is hereditary and how it connects to IQ. The study used 210
pairs of 16-year-old twins; all were given the RAVEN IQ test, and neural veloc-
ity was measured through the arm. Significant high correlations (r = .52–.76)
between IQ and the various conduction velocity measures (i.e., beginning,
peak, and end of conduction) were found only between identical male and iden-
tical female twins (monozygotic) and not in dizygotic twins (for similar results,
see also Rijsdijk & Boomsma, 1997; Vernon & Mori, 1992). It was suggested
that the heredity factor in neural conduction is high. Moreover, these studies
indicated that conduction velocity and reaction time significantly contributed
to predictions of IQ. Higher IQ and faster SOP were both related to faster and
more efficient neural conduction. However, it was maintained that although a
strong connection among these three factors exists, it is impossible to assert
which of these relations is causal.

Another attempt to present SOP as a domain-general factor can be seen in
studies of the genetic aspects of SOP. Most of these focused on the relations be-
tween SOP, IQ measures, and genetic factors. Phenotypic correlations between
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SOP and measures of IQ were found to be linked to genetic factors. The portion
of phenotypic correlation resulting from genetic mediation was substantially
high and ranged from r = .68 to r = .72 (Baker et al., 1991; Boomsma &
Somsen, 1991; Eysenck, 1986; Finkel & Pedersen, 2000; Luciano et al., 2001;
McGue, Bouchard, Lykken, & Feuer, 1984; Neubauer et al., 2000; Vernon,
1989). In general, these findings support the notion that more intelligent sub-
jects have faster selective response activations (Eysenck, 1986; Vernon, 1987,
1993) The fast selective processing mainly appears at the early perceptual stage
(Posthuma et al., 2002).

Another genetic study (Eysenck, 1986), consisting of a large sample of
monozygotic and dizygotic adult twins, investigated the relation between reac-
tion times on elementary cognitive tasks and measures of psychometric intelli-
gence. As previously, the portion of phenotypic correlation resulting from ge-
netic mediation was substantially high (r = .68). It was suggested that SOP can
be presented as an indicator of biological intelligence and can be expected to be
genetically determined (Eysenck, 1986). Added to this was the myelination hy-
pothesis, which holds that increases in myeline on the exson tend to increase
SOP of the nervous system (Neubauer et al., 2000).

Speed of Processing as Domain Specific

Other theorists (Chi, 1977; Roth, 1983; Siegler, 1987) have questioned the sci-
entific validity of a central mechanism that regulates age changes in SOP. They
have presented findings that involve domain-specific components showing that
the use of strategies and task-appropriate knowledge either reduce or eliminate
time differences between younger and older adults (Rabinowitz, Ornstein,
Folds-Bennett, & Schneider, 1994). In a longitudinal study, children between
the age of 6 and 9 were tested on an inspection time (IT) task, tested again 5
minutes later, and again after a year. On the one hand, the decrease in IT times
was much greater one year after testing than 5 minutes later. On the other
hand, young children retested a year after their initial test performed better
than older children on initial testing. This indicates that prior experience on a
task has greater impact than maturational processes per se (e.g., changes in
SOP). Exposure to a particular class of tasks generates changes and reorganiza-
tion in underlying knowledge, and elicits strategic behavior (M. Anderson,
Reid, & Nelson, 2001).

It is conceivable that at least some age-related changes in SOP are due to
shifting of strategies. Less efficient strategies of young subjects are replaced by
optimal strategies of older subjects (Childs & Polich, 1979; McCauley, Kellas,
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Dugas, & De Vellis, 1976; Pick & Frankel, 1974). Chi (1977) and Chi and
Gallagher (1982) argued that adults employ control processes, which are more
efficient than those used by children, and adults have more available knowledge
stored in long-term memory. Moreover, short-term memory capacity is more as-
sociated with a person’s knowledge than it is a function of a person’s age.

In general, Chi (1977) questioned the assumption that a central processing
deficit affects the speed of mental operations in children compared to adults.
Chi suggested three possible causes for slower reaction times in children. First,
children take longer to perform elementary mental operations. Abundant data
have been gathered on the Sternberg (1966) short-term memory scanning task,
which is an estimate of an elementary mental operation. Most developmental
studies probed by the Sternberg paradigm were conducted on children aged
8–14 years, with no significant developmental differences found in memory
scanning rates (Dugas & Kellas, 1974; G. J. Harris & Fleer, 1974). Second, chil-
dren do not have efficient organization of processes to perform a particular task.
Finally, in discussing central processing limitations in children, these limits
should be differentiated from nonprocessing factors. The latter include in-
creased durations of motor reaction time, difficulty in maintaining the rate of
information loss from short-term memory, and a less accessible, or deficient, se-
mantic knowledge base within long-term memory. Developmental differences
in reaction time do not necessarily mean slower elementary mental operations,
and often reflect different control processes across age groups (Chi, 1977).

Chi and Klahr (1975) conducted a study in which 5-year-olds and adults had
to quantify random dot patterns. They concluded that children’s central proc-
essing speed was not necessarily slower, but rather that adults and children
used different processes to quantify the dots. This suggests that there is no need
to postulate age differences in speed of central processing. When reaction time
differences arise, they can often be accounted for by means of a different aggre-
gate of mental operations by children and adults, or by means of different con-
trol processes. Moreover, Chi’s (1978) study presumed that if knowledge or
strategies determine rates of processing, children who are knowledgeable in a
given domain would show superiority over adults that are less knowledgeable in
that domain.

More support to domain specificity of SOP can be found in studies that con-
nected noncentral speed of processing limitations with motivation (Elliott,
1970), extended practice (Elliot, 1972; Newell & Rosenbloom, 1981), and
knowledge base (Egan & Schwartz, 1979; C. Roth, 1983). Others have indi-
cated that developmental increases in the speed of mental operations are due to
attentiveness (Elliot, 1970, 1972), maturation of modules, inhibitory ability,

98 CHAPTER 6

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



attentional processes (Davis & Anderson, 2001), strategic selection, organiza-
tion, control (Chi, 1977; Chi & Gallager, 1982), and regulation of speed-
accuracy requirements (Brewer & Smith, 1989).

SPEED OF INFORMATION PROCESSING
AMONG DYSLEXICS

Dyslexia is a reading impairment phenomenon and is characterized by slow
reading rate. The notion that reading rate is a dependent variable affected by
the quality of the reading skills (see Carver, 1990, for a review) clearly precludes
any attempt to view speed of processing as a causal factor. However, if reading
rate is viewed as separate from performance accuracy and presented as an inde-
pendent factor that itself affects the quality of the reading skills (see chap. 2 for a
review), we need to investigate its underlying factors. The main theme of this
book is that reading rate represents the duration of the processing time of all its
constituents. Because reading is a time-constrained process, SOP of its constit-
uencies is crucial. Slower SOP in one or more of the activated components can
be a cause of reading impairment.

Of central interest to reading research is the mapping of the various compo-
nents that are active in reading. On the one hand, it has been claimed that read-
ing is a linguistic activity and that reading difficulties can be seen only in the
verbal domain (see Adams, 1990, for a review). Others have suggested that
nonlinguistic processes also play a role in accounting for reading difficulties and
that dyslexic readers exhibit impairments in the nonlinguistic domain as well
(i.e., Stein & McAnally, 1995). What is the impact of SOP in the regular and
deviant reading process? Is it restricted to speed of activation in the language-
related areas alone (domain specific) or does it have more generalized (domain
general) influence?

Because there has to date been no consistent research design measuring both
linguistic and nonlinguistic processes within the same subject group, there is no
conclusive evidence to answer any of the aforementioned questions. The avail-
able evidence mainly focuses on the linguistic domain alone, testing reaction
time rates for the recognition of graphemes and phonemes, words and pseudo-
words, and connected text in dyslexic readers as compared to age-matched and
reading-level regular readers. Although the record is not clear-cut (see Stringer
& Stanovich, 2000), most studies pointed to a slow reaction time in dyslexics as
compared to the controls at all levels of reading (i.e., Breznitz, 2003b; Breznitz
& Meyler, 2003; Compton & Carlisle, 1994). Moreover, the speed of reaction
time to the reading stimuli and the reading rate not only distinguished between
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good and poor readers, but also affects the level of decoding and comprehen-
sion. Fast reaction time and reading speed decreased decoding errors and in-
creased comprehension (Breznitz, 1987a, 2003b; Catts, Gillispie, Leonard,
Kail, & Miller, 2002; see also chap. 2 for a review).

Recent studies have provided indirect evidence indicating that a slow rate of
information processing in dyslexics is not limited to the reading process. Dyslex-
ics are slower in performing rapid automatized naming (RAN) tasks (Bowers &
Wolf, 1993, see also chap. 5). Dyslexics were also slower in tapping tasks (Wolff
et al., 1990; Wolff, 2000b), and motor functions combined with counting tasks
(Nicolson & Fawcett, 1993a; see also chap. 3). Further evidence on the differ-
ences in SOP between dyslexics and regular readers derives from studies that
placed a different emphasis on the determinants of speed of information. One
current theory explains dyslexia by means of the time serial processing deficit
(Tallal, 1980; Tallal, Curtis, & Kaplan, 1988; Tallal, Miller, & Fitch, 1993;
Tallal, Stark, Kallman, & Mellits, 1981; and see also chap. 8 for a review).
Tallal, Miller, and Fitch (1995) suggested that impaired temporal processing
under time constraint is at the root of children’s language problems. This im-
pairment impedes the integration of rapid sensory information that is needed
for effective reading. Additional evidence concerning the effect of slow SOP on
reading skills can be seen in Yap and Van der Leij (1993a; see also chap. 11),
who claimed that dyslexics lack the ability to coordinate simultaneously be-
tween stimuli coming from different modalities and systems. This book explains
this coordination problem as due, ultimately, to the fact that each entity pro-
cesses information at a different speed. Appropriate coordination requires a
limited between entity gap in SOP. However, as chapter 12 indicates, the cru-
cial difference between dyslexics and normal readers is precisely that the former
have systematically slower within entity SOP rates and larger between entity
SOP gaps. It is these differences that lie at the heart of the coordination prob-
lems experienced by dyslexic readers.

Another body of evidence regards the lack of automaticity of dyslexics dur-
ing dual tasks performance. In all dual tasks, the reaction time performance of
dyslexics was slower (Nicolson & Fawcett, 1993a; see also chap. 3). Other stud-
ies pointed to the slowness of dyslexics in retrieving stimuli from memory. The
resulting “between stimuli time intervals hypothesis” claimed that the slow
SOP of information in dyslexics occurs mainly between the stimuli and affects
their memory retrieval (Bowers & Wolf, 1993; Wolff, Michel, & Ovrut, 1990;
see also chap. 5). Further evidence supporting slow SOP as an explanation of
dyslexia derives from the “mistiming hypothesis” (Bowers & Wolf, 1993). This
hypothesis is based on the fact that the process of word decoding in reading re-
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quires exact integration of the incoming orthographic and phonological infor-
mation. A successful word reading process is based on the effectiveness of a tim-
ing mechanism that regulates the incoming information according to the task
needs. Bowers and Wolf (1993) suggested that the timing mechanism in dyslex-
ics is impaired and causes mistiming between the orthographic and the phono-
logical information, which deteriorates the integration needed for successful
word reading (see also Breznitz, 2000; Breznitz & Misra, 2003; and chaps. 9 and
10).

In sum, the common element in all interpretations regarding the slow SOP
among dyslexic readers regards the activation of more than one stimulus, or
more than one sensory modality or process (see Laasonen, Halme, Nuuttila,
Service, & Virsu, 2000; Wolf, Bowers, & Biddle, 2000). However, there are also
some studies suggesting that the slow SOP rates can be also been seen with a sin-
gle stimuli, or a single modality (Farmer & R. Klein, 1995, for a review; Breznitz
& Meyler, 2001).

Additional explanations of dyslexia have been put forward over the years.
One of these is the “transient deficit hypothesis,” which posits that dyslexics’
reading deficiencies are the result of inefficient, or mistimed, interactions be-
tween two separate but interactive parallel visual pathways for the processing
of temporal and pattern information, namely, the sustained visual system and
the transient visual system (Lovegrove, 1993b). This mistiming occurs as a re-
sult of impaired operation of the transient system. The transient and sustained
processing systems each have different spatiotemporal response characteris-
tics and are specialized for analyzing different aspects of perceptual informa-
tion. In general, the transient system is held to be a fast operating early warn-
ing system that extracts large amounts of global information. The sustained
system is thought to react more slowly and subsequent to the transient re-
sponse. The responses of the transient and sustained systems are mutually
suppressive (see Breitmeyer, 1993, for a review, and chap. 7 for more details).
The observation of problems among dyslexic readers in rapid, sequential, or
temporal processing in the visual system has led to the proposal that the ab-
normalities may also be found in similar fast responding neurons of the audi-
tory and somatosensory systems (Breitmeyer, 1993; Livingstone, 1993; Liv-
ingstone, Rosen, Drislane, & Galaburda, 1991). Stein and McAnally (1995)
examined this hypothesis in adult dyslexics. The test was analogous to a visual
test, and examined sensitivity to auditory sound waves. Dyslexic subjects
completed the task in a longer time frame, and made more mistakes than regu-
lar readers. This supported the assumption that the development of synchro-
nized auditory processing is impaired among dyslexics.
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The issue of modality-general temporal SOP deficits as a cause of dyslexics’
reading problems put forward another hypothesis, according to which the read-
ing of dyslexics may be hampered by some form of asynchrony or mistiming
(Breznitz, 2000; Breznitz & Misra, 2003; see also chap. 11). This occurs within
and between the modalities and the systems that are activated in reading or at
some stage or stages of the information-processing sequence. As dyslexic read-
ers typically show an impaired capacity to organize elements into coordinated
ensembles, some researchers have stressed the coordination and integration of
events in relation to impaired SOP (Breznitz & Misra, 2003; Llinas, 1993;
Wolff, 1993). Wolff (1993) maintained that temporal resolution ability may be
decomposed into component variables of timing precision and serial ordering.
These variables are seen as responsible for dyslexics’ deficits in the ability to co-
ordinate and integrate stimuli, particularly under conditions of increased proc-
essing demands. Different neuropsychological models of dyslexia assume that
the sources of such difficulty are in the left hemisphere (LH), or in selective
dysfunctions of the cerebral hemispheres. Others view dyslexia as a problem re-
lating to time and content coordination impairments between both hemi-
spheres. According to one contemporary theory, the characteristic timing defi-
cits of dyslexic readers are held to stem from a lack of synchronization between
the operations of the two hemispheres during the process of reading. Poor syn-
chronization is held to result from impaired and slow interhemispheric transfer
via the corpus callosum (Davidson & Saron, 1992; Gladstone & Best, 1985;
Goldberg & Costa, 1981).

The cerebral hemispheres differ in their rates of information processing, or
time bases. Although perception of temporal order is independent of sensory
system, the left, language-dominant hemisphere is a more precise temporal pro-
cessor (Hammond, 1982). The LH has specialized mechanisms for rapid sen-
sory integration within the tens of milliseconds range. The temporal compo-
nents of speech must be analyzed within this critical temporal range. It has been
speculated that the LH specializes in linguistic processing because of the tempo-
ral specialization of the LH (Tallal, 1994).

Although the right hemisphere (RH) is capable of processing verbal informa-
tion semantically, normal people tend to rely primarily on the LH’s superior abili-
ties in this domain. The RH is specialized for the processing of spatially structured
information (Davis & Wada, 1977). The LH is superior at utilizing well-
routinized codes, but the RH plays a critical role in the initial stages of acquisition
of new descriptive systems, or of novel stimuli (Goldberg & Costa, 1981).

Learning to read requires complex interactions between left and right hemi-
sphere processes. Reading acquisition is essentially a process of acquiring a new
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descriptive system, in that a novel visual code is imposed on an established audi-
tory-linguistic code. Possibly, this would make the RH processes initially crucial
for acquiring reading, as identifying printed words is both a novel and a visual
task. There is evidence that the RH may play a special role in reading acquisi-
tion, but not for maintaining basic reading skills once they have been learned
(Zaidel, 1983). Once reading skills are established, the LH may play a larger role
in the reading process. It has been suggested that skilled reading may require a
controlled modulation of interhemispheric interaction, in that the LH (or some
other control mechanism) may regulate reading subprocesses by selectively “in-
hibiting” or “disinhibiting” RH function (Hutner & Liederman, 1991). An-
other suggestion is that a cross-callosal inhibitory mechanism prevents conflict-
ing RH processing from interfering with LH processing, but facilitates
interhemispheric transfer when RH and LH processes complement each other
(Kershner & Graham, 1995; Zaidel & Schweiger, 1985).

According to the interhemispheric transfer deficit hypothesis, dyslexia is an
outcome of insufficient interhemispheric collaboration when transferring infor-
mation about novel visuospatial patterns of letters with the familiar auditory-
linguistic properties of spoken language (Gladstone & Best, 1985; Goldberg &
Costa, 1981). To be maximally useful, the information arriving from each of the
hemispheres must be coordinated within a narrow time window. A failure to do
this will interfere with the smooth execution of responses. In short, when visual
information about letters is not associated with the appropriate auditory infor-
mation, the ability to recognize words is impeded (Davidson, Leslie, & Saron,
1990; Davidson & Saron, 1992).

Recent research appears to support the interhemispheric transfer deficit
hypothesis. Dyslexics have a faster interhemispheric transfer time (IHTT)
from right-to-left and slower IHTT from left-to-right hemisphere compared
to controls. In addition, faster left-to-right reading performance is associated
with poorer performance on reading and cognitive measures among dyslexics,
whereas the opposite is true of faster left-to-right transfer (Davidson & Saron,
1992).

Llinas (1993) advanced additional theory of a general cellular slow SOP dys-
function in dyslexics. He suggested that the normal properties of neural circuits
responsible for temporal aspects of cognition are impaired among dyslexic read-
ers, and argued that these abnormalities may cause a type of dyschronia, or mis-
timing, between different interconnected neural sites, particularly in the high
frequency range (35–45 Hz). Llinas suggested that there may be impairment in
a central “clock” that controls the rate of neural firing patterns, or oscillations.
These oscillations are hypothesized to be an essential component for binding
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sensory information in cortico-thalamo-cortica1 networks. He pointed out that
a slowing down may have occurred due to some developmental variation in
central nervous system organization.

The question of whether or not the slower SOP of dyslexics can be also re-
lated to a general G factor was studied in Breznitz (2003b, in press, and chap. 9).
Young and adult dyslexics as compared to reading-level and age-matched read-
ers were tested with the WISC–R IQ test (Wechsler, 1974). No significant dif-
ferences were found between the good and the poor readers in general ability
score. However, the dyslexics at all ages achieved significantly lower scores in
the IQ speed factor. This score is based on a computed measure driven out of
Symbols Search and Digits Symbols subtests performance. This computed score
introduced a speed factor in the general ability measure. Data also yielded a cor-
relation of r = .44 in the young and r = .51, p < .01 in the adult dyslexic groups
between the speed factor and word decoding score. No significant correlation
between these measures was found in the good readers groups.

In sum, the evidence reviewed supports the notion of a more general slow
SOP in dyslexic readers that is not merely limited to reading. Yet, it is not clear
as to how this slowness relates to the effectiveness of the reading skills in general
and to reading rate in particular. The reading activity starts with visual and the
auditory-acoustic systems by recognizing the visual and the sounds of the writ-
ten symbols and incorporates processing in the phonological, orthographic, and
semantic systems. All are activated at the level of letters, words, and connected
text. Furthermore, as reading is a cognitive process, its activation relies on per-
ceptions, memory, and output processes. As such, the reading process incorpo-
rates a wide range of processes that are driven from different modalities and
brain systems; each processes information in a different manner and at a differ-
ent speed. As effective reading requires integration of information from the dif-
ferent sources, we claim that SOP within and between these activation sources
is crucial for effective reading. Lack of SOP in one or more of the reading com-
ponents or insufficiency in speed synchronization between the components is
likely to cause reading problems. This hypothesis is developed in the following
chapters. The modalities and the systems that are activated in reading are de-
scribed and the specific biological structure of each modality and its relation to
SOP is discussed. Data from our own research projects on this theme are pre-
sented.
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Examining the contribution of visual deficits to reading impairment requires fa-
miliarity with the anatomy and function of the visual system, extending from
the eyes to higher association areas in the cortex. Knowledge of specific charac-
teristics of the visual system is fundamental for understanding its role in various
aspects of reading, both regular and impaired. The complexity of the visual mo-
dality, consisting of many processing stages and subsystems that require integra-
tion, provide a likely substrate for rate irregularity and asynchrony problems.
The idea that impaired reading is, to some extent, the result of abnormal visual
processing speeds is further strengthened by findings of behavioral, evoked re-
sponse potential (ERP), and imaging studies. This chapter first reviews the
stages and subsystems of visual processing, followed by an examination of broad
evidence regarding visual deficits in dyslexia.

THE PHYSIOLOGY OF THE VISUAL SYSTEM

Visual information, contained in written language, is perceived by the brain’s
visual pathways. This perception begins with retinal detection of visual features
in printed material. The retina contains millions of ganglion neurons of differ-
ent classes, which are designated to receive information from the environment
via the visual field. The perceived visual information continues from the retina
to the optic nerve, to the optic chiasm, through the optic tract, and to the vari-
ous layers of the lateral geniculate nuclei (LGN), composed of magnocellular

7
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(M), or transient layers, parvocellular (P), or sustained layers, and koniocellular
(K) layers in the thalamus, to the optic radiation area, and then to primary vi-
sual and visual association areas in the occipital lobe. From there, visual infor-
mation continues into the visual cortex along two largely parallel streams, the
ventral (the “what pathway,” or P stream) and the dorsal (the “where pathway,”
or M stream).

From the Eyes to the Cortex

The optic nerves leave the eyes and jointly form the optic chiasm, where they
undergo partial decussation, crossing over of axons from the nasal retina to the
contralateral side of the brain. Thus, past the chiasm, the left optic tract con-
tains information on the right hemifield, whereas the right optic tract contains
information on the left hemifield.

A small number of optic tract axons continue to the hypothalamus, where
they synchronize a variety of biological rhythms. In addition, direct projections
run from the retina to the pretectum in the midbrain; the pretectum controls
the size of the pupil and certain eye movements. Approximately 10% of the reti-
nal fibers bypass the thalamus and project to the tectum, to the part of the
midbrain called the superior colliculus (i.e., retinotectal projections). Neurons
in the superior colliculus command eye and head movements via indirect con-
nections with motor neurons in the brain stem. These eye and head movements
bring an image to a point in space where a new stimulus appears in the fovea.

However, the majority of optic tract axons innervate the (LGN) of the
thalamus. The afferent neurons of the LGN project to the primary visual cortex
(i.e., optic radiations). This pathway mediates conscious visual perception.

Visual Cortex

Information about the environment, entering through the eyes, is processed by
a visually responsive cortex, which is subdivided into functionally distinct areas.
Each area constitutes a single topographic representation of the visual field
(Amir, Harel, & Malach, 1993; Knierim & Van Essen, 1992). Definitions of
these visual areas are based on several criteria: The retinotopic representation
of visual space; functional characteristics, as selective responses to stimuli ac-
cording to physical properties; histological architecture, as revealed by staining
of myelin, Nissl, and cytochrome oxidase; and connectivity (Felleman & Van
Essen, 1991).
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Intensive study in the past 30 years has revealed over 30 visual areas in the
macaque monkey (Van Essen, Fellemen, DeYoe, Olavarria, & Knierim, 1990).
Among the areas described, researchers agree on the existence of areas V1, V2,
and MT (Kaas & Morel, 1993; Malach, Amir, Harel, & Grinvald, 1993;
Malach, Schirman, Harel, Tootell, & Malonek, 1997). Area V1, also called the
striate cortex, receives 70% of its neural input directly from the LGN in the
thalamus; therefore, it is considered to be the main station of visual processing
in the cortex. From the striate cortex, visual information is transferred further
along the hierarchy of visual cortex areas, including the V2 and MT. Area V2
has a set of reciprocal connections, on the one hand, with area V1 and, on the
other hand, with higher order areas in the cortex, such as MT, DM, and DLc.
The human brain is likely to exhibit a similar organization.

The functional organization of the striate cortex, or area V1, is characterized
by ocular dominance and orientation columns (Malach et al., 1993). Another
set of functional domains shows preference for different colors, for low spatial
frequencies, and no preference for orientation. These are the cytochrome
oxidase blobs, so called due to the high cytochrome oxidase activity in them
(Malach, 1994; Malach et al., 1993; Tootell, Hamilton, & Silverman, 1985).

Area V1 transfers a major part of the ascending information to area V2, the
next area in the hierarchy (Salin & Bullier, 1995). Three segregated processing
streams have been identified within monkey area V2, each associated with a
stripelike formation, seen when stained with cytochrome oxidase:

• Thick stripes—the motion and disparity stream.
• Thin stripes—the color stream.
• Pale stripes—the shape analysis stream.

Each receives distinct sets of connections from area V1, and projects to differ-
ent targets (Levitt, Yoshioka, & Lund, 1994; Malach, Tootell, & Malonek,
1994). It has been suggested that area V2 contains multiple, interleaved visual
maps, one for each color, orientation, and disparity domain (Roe & Ts’o, 1995).

Two Visual Processing Streams

Visual processing continues thereafter, following two large-scale cortical
streams. Segregation into these streams begins in the retina itself, and then in
magnocellular and parvocellular layers in the LGN. The separation of streams
continues within the cortex, as one pathway stretches from the striate cortex
toward the parietal lobe, and the other toward the temporal lobe. Area MT, lo-
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cated in the parietal lobe stream, responds to stimulus movement and direction
of movement. Beyond area MT, the so-called where stream, are several areas in-
volved in guiding eye movements. Area V4 has been the most studied in the
temporal stream; it is sensitive to color and orientation, and significant for both
shape and color perception. Beyond V4, the “what pathway,” are areas with
more complex functions, such as face recognition. These functions are impor-
tant for both visual perception and visual memory. The anatomical and func-
tional divisions of the two visual processing streams are discussed in detail in the
following section.

Anatomical and physiological evidence indicate that the magnocellular (M)
and parvocellular (P) pathways are segregated and largely independent
throughout the visual system, originating in separate classes of A and B gan-
glion cells in the retina, projecting onward into either magnocellular or parvo-
cellular layers within the LGN in the thalamus, and continuing to the dorsal
and ventral pathways in the cortex.

Magnocellular and Parvocellular Layers in the LGN. The two visual
processing systems have apparent differences, distinctively in distribution
within the six layers of LGN in the thalamus. Two layers belong to the
magnocellular (transient) system (Livingstone & Hubel, 1988), consisting of
larger neurons responsible for timing perception and motion direction, and
sensitive to contrast. Four layers belong to the parvocellular (sustained) sys-
tem (Livingstone & Hubel, 1988), consisting of smaller neurons, which are
sensitive to color. These cells are responsible for perception of finer pattern,
shape, and texture features.

Psychophysical studies on channels of temporal-spatial visual processing
point to several important differences between the two visual systems. The
magnocellular, or M system, is characterized by rapid processing, high-contrast
sensitivity, sensitivity to motion, and relatively low acuity. Research further
indicates that the M system is insensitive to color, carries stereoscopic informa-
tion, and may be responsible for spatial localization, depth perception, figure-
ground separation, and hyperacuity. The parvocellular, or P system, with its
sustained characteristic, appears primarily responsible for the perception of
color, texture, fine stereopsis, and object recognition (see Table 7.1; Kalat,
1992; Livingstone, 1993; Livingstone & Hubel, 1988).

The M and P distinction continues along the visual pathway into the cortex;
cortical processing streams play a leading role in current models on visual proc-
essing of form, color, motion, and depth information (Breitmeyer, 1993; Cava-
nagh, 1991; Livingstone, 1993; Livingstone & Hubel, 1987, 1988; Maunsell &
Newsome, 1987; Tyler, 1990).
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Dorsal and Ventral Pathways in the Cortex. The M and P systems project
from the LGN to the primary visual cortex, area V1 of the occipital cortex. At
this point, they branch into three streams. The P pathway divides into two sepa-
rate processing streams, as cells from parvocellular layers project to both blobs
and interblobs of V1. The third stream, sensitive to movement and broad out-
lines of shape, commences with projections of M cells to layer 4B in V1. The
three streams remain distinct as they continue to V2 and higher visual-
association areas.

Most of the blob cells, which also receive some input from M cells, are highly
sensitive to color and in some cases to brightness. The blobs relay information to
the thin stripes in V2, which project onward to the color-sensitive area, V4.
Interblobs are sensitive to details of shape; respond to particular orientations,
but not to direction of movement. They project to the pale stripes, or inter-
stripes, in V2. The pale stripes, in turn, send out projections to the inferior tem-
poral cortex, which processes form information (Kalat, 1992; Livingstone,
1993). The two pathways, of color processing and form processing, make up the
ventral, or “what,” cortical vision pathway.

The M stream is essentially the dorsal, or “where,” cortical pathway. Cells in
area V1 layer 4B, which receive input from magnocellular layers, are selective
for orientation and direction of movement. They send information to the thick
stripe areas in V2, which are sensitive to movement and stereoscopic depth per-
ception. The thick stripes project to area V3, which is sensitive to shape, and to
area V5 in the middle temporal cortex, which is sensitive to speed and direction
of movement.
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TABLE 7.1
A Comparison of the M System and the P System

Magnocellular (transient) System Parvocellular (sustained) System

Maximum sensitivity to low-spatial frequen-
cies

Maximum sensitivity to high-temporal fre-
quencies (i.e., sensitivity to motion)

Response to appearance or disappearance of
stimuli

Maximum influence on peripheral vision
Short reaction time (i.e., persistence)
Short response latency
Ability to inhibit the sustained response

Maximum sensitivity to high-spatial frequen-
cies

Maximum sensitivity to low-temporal fre-
quencies (i.e., sensitivity to permanent
stimuli)

Response during stimuli presentation

Maximum influence on central vision
Long reaction time
Long response latency
Ability to inhibit the transient response
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The dorsal M stream ends at the middle temporal cortex (MT area), located
in the posterior temporal sulcus (STS). In humans, analogous areas lie near the
posterior area, involved in processing of written material (Breitmeyer, 1993).
As mentioned, MT is particularly responsive to motion, and its neurons are
highly direction selective (Newsome & Wurtz, 1988). Area MT projects to the
frontal eye fields and to the inferior parietal cortex via the middle superior tem-
poral area (MST) (Seltzer & Pandya, 1989; Ungerleider & Desimone, 1986).
Area MT, along with the areas receiving its projections, is involved in control of
spatial attention and eye movements (Newsome & Wurtz, 1988). Additionally,
research has shown that the retinal ganglion cells in the magnocellular system,
which almost exclusively project to the three pathways, the retinotectal path-
way, the geniculo-collicular pathway, and the major geniculo-striate pathway,
primarily control eye movements. Connections also exist from the optic nerve
to the superior colliculus (SC), which to some extent duplicate the functions of
the LGN. The SC contributes to pattern perception in general (visual, auditory,
and tactile), eye and head movements, and visuomotor coordination. For these
reasons, the SC is also associated with the location-related, or “where,” aspect
of processing.

Conclusions. The two visual pathways already described, the magno-
cellular and the parvocellular systems, are crucial to visual perception in gen-
eral, and to reading in particular. The two systems activate information in dis-
parate manners and speeds; therefore, a successful reading process requires
parallel activation of both visual pathways, which need to match in time and
content (Lovegrove, 1993a). Processing speed, then, is particularly important
to understanding the connection between visual processing and reading, both
regular and impaired.

Speed of Processing in the Visual System

One implication of multiple divisions or stages of activation in the visual modal-
ity has been the necessary coordination in space and time. Various studies have
focused on the speed of activation in various visual areas.

When single units were recorded in anesthetized macaques using flashing vi-
sual stimuli (Schmolesky et al., 1998), the earliest visual responses were in the
magnocellular layers of the dorsal LGN (LGNd), with a very narrow latency
spread, about 33 ± 3.8 ms (M ± SD). Cells in the parvocellular layers of the
LGNd exhibited longer, more varied latencies, ranging from 31 ms to 76 ms (50
± 8.7 ms). The modal latencies of M and P cells did not overlap and were, in
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fact, removed 10 ms from one another (M cell 25–75 percentile = 31–34 ms; P
cell 25–75 percentile = 44–56 ms).

The shortest latencies in the visual cortex, as short as 34 ms, were found in
layer 4C� of area V1, which receives magnocellular input. These were signifi-
cantly shorter than in layer 4C�, where input is parvocellular. Thus, the latency
difference between the M and P LGNd layers is maintained in the geniculo-
recipient layers of V1. Overall, the latencies of V1 cells ranged from 34 ms to 97
ms (66 ± 10.7 ms).

Data indicates (Thorpe, Fize, & Marlot, 1996) that the ventral pathway is
longer and exhibits more varied latencies. V2 cells had latencies with an aver-
age of 82 ms and a large variance (SD, 21.1 ms). Previous research had shown
that V2 latencies increase from thick to pale to thin stripes. V4 cells had the
longest and most varied latencies in this study (104 ± 23.4 ms).

The dorsal pathway is shorter and exhibits more uniform latencies. The la-
tencies of V3 cells ranged from 55 ms to 101 ms (72 ± 8.6 ms). The average MT
latencies were the same (72 ± 10.3 ms). However, Maunsell and Newsome
(1987) reported much shorter latencies (39 ms on average), probably because of
lack of anesthesia and use of different stimuli (high-contrast square wave grat-
ings) in their experiment.

Current data is in agreement with data reported by Raiguel, Lagae, Gulyas,
and Orban (1989). Cells in the medial superior temporal (MST) area exhibited
latencies essentially equivalent to V3, averaging 74 ± 16.1 ms. Frontal eye field
(FEF) cells showed an average of 75 ± 13.0 ms, in agreement with awake mon-
key data reported by Schall (1991) and K. G. Thompson, Hanes, Bichot, and
Schall (1996). Based on response onset latency, the results suggest a functional
sequence in the ventral stream; LGNd P layers, V1, V2, and V4 demonstrate
successively longer latencies. In contrast, although the dorsal stream does show
progressively longer latencies from LGNd M cells to V1, and to V2, a simulta-
neous onset of firing is displayed in V3, MT, MST, and FEF. Consequently, the
M stream conducts faster than the P stream.

The rapid information transfer in the M stream is most likely contributed by
the heavy myelination and relatively wide fiber diameter of axons projecting to
dorsal stream areas (e.g., V1 to MT). Due to the rapid transfer of information
throughout the dorsal stream, most cells in middle-tier cortical areas exhibit
nearly complete overlap of latencies. Comparatively, onset firing in ventral
stream cortical areas portrays a classical hierarchical progression, from V1 to V2
to V4. The onset latencies determined for several inferotemporal (IT) cells are
in sequential progression. Not enough data is available from additional ventral
stream areas to draw any strong conclusions. In many cases, short latencies in
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higher tier areas can be accounted for only if multiple processing tiers are en-
tirely bypassed during transfer of information from V1 (e.g., an anatomically
supported bypass route from V1 to MT to FEF). When evoked response poten-
tials (ERPs) in humans were recorded using a go/no-go visual categorization
task (Thorpe et al., 1996), a specific “no-go” activity was displayed at 150 ms, in
frontal recording sites. This implies that a great deal of visual processing had
probably been completed prior to that time.

LOW-LEVEL VISUAL PROCESSES AND DYSLEXIA

The role visual processing deficits play in dyslexia remains unclear, and contin-
ues to stir controversy. Disagreement is particularly pronounced in respect to
the existence of low-level deficits, and whether these have direct affects on
reading. A number of researchers maintain that specific low-level visual-
perceptual dysfunctions have a significant role in the etiology of dyslexia (Hill
& Lovegrove, 1993; Goolkasain & King, 1990; Koenig, Kosslyn, & Wolff,
1991; Solman & May, 1990; Stein, 1991). Others, however, remain uncon-
vinced (Aaron, 1993; Calfee, 1983; Velluntino, 1987).

Whereas a clear-cut answer concerning the relation of early visual percep-
tion and reading ability has yet to be reached, a variety of hypotheses have been
proposed. These interpretations closely resemble those offered for the auditory
domain. One hypothesis states that early visual perceptual deficits may have a
direct causal role in the discrimination and analysis of visual features of letters
and words (Willows, Kruk, & Corcos, 1993). Another hypothesis renders such
deficits as a reflection of basic processing discrepancies between dyslexic and
regular readers, such as speed of information processing (Di Lollo, Hansen, &
McIntyre, 1983) or attentional processes (Willows et al., 1993). Yet another
theory proposes that both visual processing deficits and reading disorders are
symptoms of a common neurological disorder (Smith, Early, & Grogan, 1990).

Generally speaking, a variety of studies indicate visual processing distinc-
tions between regular and disabled readers; both linguistic and nonlinguistic
processes are implicated, as dyslexics exhibit letter reversals and spelling mis-
takes due to visual confusion, as well as serial and temporal processing problems
(Stein & Walsh, 1997). These studies have employed such a wide range of tasks
and subject groups that integrative conclusions about the nature of low-level vi-
sual deficits in dyslexia are hard to draw. In the following sections, evidence
from a variety of linguistic and nonlinguistic tasks is presented, in an attempt to
reveal the real relation between lower level visual processing and reading dis-
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ability. Following this review is a presentation of a leading integrative theory,
which associates dyslexia with deficits in the transient visual system.

Evidence of Lower Level Visual Deficits in Dyslexia

Discovery and Identification of a Single Stimulus. Discovery of a single
stimulus requires judgment on its presence or absence, whereas identification
refers to the complex evaluation of location, length, or identity of the stimulus.
Many studies have revealed that dyslexics do not differ from regular readers on
these tasks. Hayduk, Bruck, and Cavanaugh (1996) did not find differences in
recognition of letters, exposed for 20–130 ms, between college students who
read well and college students with poor reading abilities. Blackwell, McIntyre,
and Murray (1983) reported that learning disabled children aged 8–13 per-
formed similarly to regular readers when asked to locate and identify a single let-
ter, presented for 150 ms. R. Klein, Berry, Briand, D’Entremont, & Farmer
(1990) found that dyslexics aged 13–18 did not differ from regular readers in
their ability to recognize a single letter presented for 17 ms. Thus, there is evi-
dence that dyslexic readers, in varying ages, do not show difficulties in location
or recognition of single visual stimuli, even when presented briefly.

Separation Between Two Stimuli. There are two types of tasks that re-
quire separation, and involve measures of “visual persistence” (i.e., the contin-
ued perception of a stimulus after it has been physically removed). In fusion
tasks, the first type, subjects are presented with two identical stimuli at the same
location, separated temporally by an alternating time interval. The subject has
to indicate whether one stimulus or two stimuli were seen. The fastest rate at
which two visual stimuli, presented in rapid succession, can be distinguished is
known as the “flicker fusion rate” (Galaburda & Livingstone, 1993); it has been
found abnormally slow at low spatial frequencies and low spatial contrasts, in
about 75% of dyslexic children (Lovegrove, F. Martin, & Slaghuis, 1986; F.
Martin & Lovegrove, 1987).

Di Lollo et al. (1983) used two vertical lines, appearing in succession at dif-
ferent time intervals, in order to examine the separation ability of dyslexic chil-
dren and regular readers aged 8–14 years. The subjects were required to report
when two vertical lines, each presented for 20 ms with a varying interval, ap-
peared, and when only one line, presented for 40 ms, appeared. Dyslexics re-
quired a significantly longer interstimulus interval (ISI) than regular readers to
perform the task with 75% accuracy (115 ms as opposed to 69 ms). In a similar
task, O’Neill and Stanley (1976) found that dyslexic children aged 12 also re-
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quired a longer ISI than regular children (45 ms as opposed to 30 ms) to reach a
75% accuracy level. Comparatively, Lovegrove et al. (1986) found that reading
disabled children aged 8–12 consistently required longer ISIs than regular read-
ers to separate grating lines that appeared at intervals of increasing length. Sub-
jects were required to report when the permanent stimulus transformed into a
flashing stimulus. The difference in minimal ISI, for a flashing stimulus, be-
tween dyslexic and regular subjects was exhibited only for stimuli with low spa-
tial frequency.

The second type of task, which requires separation, involves temporal inte-
gration. In these tasks, the subject is presented with two different stimuli, which
together comprise a complete stimulus. The stimuli are presented respectively
at the same location, but are separated temporally. The minimal ISI, at which
the subject perceives a complete stimulus, and not two separate parts, is mea-
sured.

Stanley and Hall (1973) presented subjects aged 8–12 with two arms of a
cross, each presented for 20 ms, with an alternating interval between them.
They found that dyslexics required longer intervals than regular readers in or-
der to separate the two stimuli (140 ms as opposed to 102 ms). In addition, re-
searchers found that to recognize stimuli, dyslexics required an interval of 327
ms, whereas regular readers required only 182 ms. In another study, Winters,
Patterson, and Shontz (1989) reported that adult dyslexics aged 18–37 were
less sensitive than regular readers to a temporal separation task that presented
two sides of a square. At each stage of the experiment, two sides of a square
were illuminated, each side for 3 ms. The sides were simultaneously illumi-
nated in half of the stages, and an alternating interval was presented in the
other half. In another set, opposite sides were illuminated in half of the stages,
and adjacent sides in the other half. The researchers found that dyslexic sub-
jects require a relatively longer interval than regular readers to perform the
task with 75% accuracy. However, this difference only appeared when adja-
cent sides were illuminated, rather than opposite sides. These researchers in-
terpreted this as evidence of a problem within the transient system, which op-
erates in conditions of rapid motion.

In contrast to the studies described previously, Arnett and Di Lollo (1979)
did not find performance differences, on a temporal integration task, between
regular readers, aged 7–13, and readers with difficulties. The task utilized two
matrices missing random points, which were presented at varying intervals. If
the matrix points are illuminated in a rapid enough sequence, then the presen-
tation appears simultaneous. However, as the illumination intervals between
the first and last points increase, the first points seem to disappear and are con-
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fused with the missing points. The lack of differences in this study may be due to
the fact that the poor readers were not reading disabled per se. They had a 1-
year gap from their expected reading level, and that gap may have been insuffi-
cient to find qualitative differences between the groups.

Boden and Brodeur (1999) evaluated whether deficits in visual temporal
processing were specific to written words or reflect a basic perceptual deficit;
they used verbal and nonverbal stimuli. They examined reading disabled chil-
dren aged 12–17 and controls matched for age and reading level. They used
backward masking with ISIs of 45–270 ms between target and masker, and tem-
poral integration with the same ISIs. All stimuli were presented for 30 ms. The
researchers incorporated reaction time and accuracy into one efficiency score.
Responses were more efficient in the nonverbal conditions, and participants’ ef-
ficiency increased with ISI in all groups. Impairment was most evident in the
complex conditions, and deficits in verbal processing were evident in both
tasks, whereas deficits in nonverbal conditions were evident only in the tempo-
ral integration task. In addition, the efficiency of the reading-disabled group was
affected most adversely by the complex nonverbal stimuli, supposedly because
these stimuli were less familiar than the complex verbal stimuli, and required
more time for visual processing.1 Thus, it seems that both young and adult dys-
lexics find it difficult to separate two stimuli that require temporal resolution.
This study provides support for the existence of a deficit in the visual processing
of verbal material, and for the fact that adolescents with reading disabilities may
experience difficulties with nonverbal material, as well.

Judgment of Correlation Between Stimuli. In correlation tasks, subjects
are required to judge whether two stimuli appearing in rapid succession are
identical or different. Di Lollo et al. (1983) used this procedure with letter stim-
uli. The letters were presented for one msec, at alternating intervals, to regular
and disabled readers, aged 8–14. Subjects were requested to press the appropri-
ate key, based on whether the target stimulus was similar to or different from the
first stimulus. The results showed that disabled readers required a longer inter-
val (118 ms as opposed to 63 ms) from the beginning of the first stimulus to the
appearance of the next stimulus (stimulus onset asynchrony) to perform the
task with 75% accuracy.

Judgment of Temporal Order of Stimuli. In this type of task, two different
stimuli are presented, with a time interval between them. The subject must de-
cide which of the two stimuli appeared first. In order to make a decision regard-
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ing the temporal order of stimuli, the subject must first identify the single stimuli
as single. In a study by M. A. Reed (1989), each stimulus appeared for 83 ms
with an increasing ISI (50, 150, 300, and 400 ms). M. A. Reed (1989) did not
find significant differences between regular and disabled readers aged 8–10.
These results may be related to the selection of subjects; the reading disabled
subjects were defined as such by their schools only.

Temporal order judgment may be done without the need to recognize single
stimuli. This is done by presenting stimuli at different locations, and asking the
subject to recognize the location where a stimulus first appeared. Brannan and
Williams (1987) used three-letter words (FOX or BOX) or sequences of three
symbols (& or #) as stimuli. Good and poor readers aged 8, 10, and 12 saw two
stimuli at each stage, one to the right and one to the left of a fixation point. The
first stimulus was presented for 900 ms, and the second stimulus with an alter-
nating SOA (stimulus onset asynchrony, or length of stimuli presentation) of
40–160 ms). Subjects were requested to point to the screen side where the first
stimulus appeared, and the minimal SOA at which the subject performed the
task with 75% accuracy was measured. Significant differences were found be-
tween the two groups of readers at each age level, with the poor readers requir-
ing longer intervals between stimuli to recognize their order. A significant dif-
ference was also found between age groups, with younger readers needing
longer intervals to perform the task. Additionally, poor readers had difficulty in
performing the task with both word and symbol sequences, whereas good read-
ers experienced difficulty only with symbol sequences.

May, Williams, and Dunlap (1988) asked good and poor readers aged 8–10
to report which of two adjacent words appeared first, and which of two loca-
tions appeared first. Words appeared one above or alongside the other with an
SOA of 30–90 ms. The results showed that poor readers required an SOA of
about 83 ms to recognize the word that appeared first, as opposed to regular
readers, who required only 45 ms. To recognize the first location, poor readers
required 68 ms as compared to good readers, who required 52 ms. These were
significant differences. It seems, therefore, that even when stimulus recogni-
tion is not necessary, reading disabled children have difficulty deciding on the
appearance order of stimuli. It should be noted that the two latter studies per-
tained to reading disabled subjects chosen with a gap of at least 1 year between
their chronological age and their reading age; this gap does not necessarily
meet the dyslexia criteria.

In another study, Kinsborne et al. (1991) examined adult dyslexic and regu-
lar readers, who were asked to recognize the appearance order of flashes at dif-
ferent locations, with an alternating SOA beginning at 20 ms. They found sig-
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nificant differences between the two groups. According to one view, problems
with judgments of temporal order are part of a general deficit of temporal proc-
essing in dyslexia. Indeed, results from research on lower level visual perceptual
deficits converge to some extent with findings on lower level auditory percep-
tual deficits, indicating that temporal processing deficits of dyslexic readers are
not confined to the auditory sphere (see chap. 8).

A central finding in recent literature is that dyslexics perform significantly
worse than regular readers on tasks of rapid visual processing, as opposed to
tests based on static displays. Measures assessing temporal resolution in the vi-
sual system include tests of visual persistence, flicker sensitivity, temporal order
judgment, and metacontrast (Galaburda & Livingstone, 1993; Lovegrove et al.,
1986; Lovegrove & Williams, 1993; Williams & LeCluyse, 1990). Dyslexics’
difficulties on these tests apparently persist into adulthood (Hayduk, Bruck, &
Cavanagh, 1993).

Some optometric problems, which are common to dyslexia, may be related to
temporal processing deficits. These include poor binocular stability and local-
ization, convergence insufficiency, and accommodative dysfunction (Eden,
Stein, & Wood, 1993; Evans, Drasdo, & Richards, 1993; Newman, Wads-
worth, Archer, & Hockley, 1985; Reddington & Cameron, 1991; Stein, Riddle,
& Fowler, 1987). Many investigators maintain that these deficits are not pres-
ent at the retinal level, but rather occur in later stages of information process-
ing, in the visual cortex (Lovegrove et al., 1986; Rayner & Pollatsek, 1989).

Visual Masking. Among the visual masking paradigms, backward visual
masking tasks are those frequently used, and provide a measure of the rate of in-
formation pickup in the initial stages of visual information processing (Rayner
& Pollatsek, 1989). In backward masking tasks, the onset of one visual stimulus
is immediately followed by the onset of another stimulus (the masker) displayed
in close spatial proximity. Backward masking occurs when the perception of the
first stimulus is impaired by the closely following stimulus. Typically, the subject
must decide if the target and masker are the same or different at varying SOAs
(stimulus onset asynchronies, or time intervals between the onset of the target
and the masker).

Research has shown that on such tasks, disabled readers process visual infor-
mation in a slower manner (i.e., their critical SOA is longer) than regular read-
ers (Di Lollo et al., 1983; Mazer, McIntyre, Murray, Till, & Blackwell, 1983;
Williams, LeCluyse, & Bologna, 1990). Williams et al. (1990), for instance, em-
ployed a masking of pattern paradigm to measure visual integration and persis-
tence of regular and disabled readers. Disabled readers showed prolonged mask-
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ing compared to regular readers, suggesting that visual processing among
disabled readers is characterized by longer integration times or longer visual
persistence.

Other investigators have employed metacontrast masking tests and have ob-
tained similar results. In these tests, a target is briefly presented and then fol-
lowed, at various delays, by a spatially adjacent masking stimulus. Accuracy in
target detection is measured as a function of the delay between target and
masker. Using this paradigm, data has revealed that visual processing in dyslex-
ics is characterized by longer integration times and slower processing rates for
both nonlinguistic and word-like stimuli (Williams & LeCluyse, 1990; Wil-
liams, Molinet, & LeCluyse, 1989).

Lower Level Visual Linguistic Patterns. Farmer, R. Klein, and Bryson
(1992) assessed dyslexic readers’ ability to reproduce visual letter patterns rela-
tive to age-matched and reading-level matched controls. These researchers
found that dyslexic children performed as well as age-matched controls when
four simultaneous letters were presented, at various locations in a 4 × 4 matrix,
for a short duration (200 ms). This was not the case when letters were presented
in rapid sequence, either in the same or in different locations, at a rate of 100–
400 ms per letter. Dyslexic readers could not reproduce the correct sequence of
letters, or identify them as well as controls, when the patterns were presented
rapidly. Dyslexic readers’ performance was worst when required to recall both
identity and location of the letters. An earlier study by Fisher and Frankfurter
(1977) had similar findings with an identical simultaneous-presentation para-
digm, in which four letters appeared for 200 ms.

In another type of study, Koenig, Kosslyn, and Wolff (1991) found that
young adult dyslexic readers had greater difficulty than regular readers in gener-
ating mental images of multipart letter patterns, but not of novel shapes. In that
study, subjects memorized simple line patterns inside a grid, and subsequently
judged, on an empty grid, whether an “X” would have fallen on the given pat-
tern. The results of the study suggested that dyslexics have difficulty integrating
visual information, which is stored in long-term memory.

Other studies have reported that dyslexic readers perform poorly on tests, in
which they must identify embedded letters (Bouma & Legein, 1977, 1980;
Enns, Bryson, & Roes, 1995; Legein & Bouma, 1981; Mason, 1980). Mason
(1980), for instance, found that poor readers were less accurate at identifying a
letter in an array of nonletters, but only when the letter position was not
precued. Enns et al. (1995) reported similar findings. These investigators found
that dyslexic readers had difficulty reporting the location of a probe letter in an
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array, as compared to regular readers. This was true regardless of the temporal
position of the array (i.e., before, at the same time, or after the probe letter.)
They concluded that dyslexic readers have difficulty in segmenting arrays of let-
ters into spatial-temporal sequences.

In a recent study carried out by Boden and Brodeur (1999), dyslexic readers
identified letters more slowly than regular readers. These researchers found this
phenomenon in processing of visual stimuli at various levels of complexity (e.g.,
geometric shapes, letters, and words). These findings suggest that speed of vi-
sual processing may be slower among dyslexic readers. Additionally, this lends
support to the suggestion that speed factors, as represented in naming tasks, as
well as phonological abilities, may be linked to problems in establishing memory
representations of letter sequences in words or word parts (Wimmer,
Mayringer, & Landerl, 1998).

The Transient Deficit

The source of some of the visual problems found in dyslexia, it has been sug-
gested, is a transient system deficit (Evans et al., 1993). One current theory
proposes that transient deficits may impede reading by inhibiting the processing
and integration of both temporal information and pattern information across
fixation-saccade sequences (Hill & Lovegrove, 1993; Willows et al., 1993).
One outcome of such an impairment may be the superimposition of words from
successive fixations, caused by partial temporal overlap of retinal sustained ac-
tivity (Hill & Lovegrove, 1993). Another outcome may be deficient within fixa-
tion orthographic processing (i.e., processing of letter order and position)
associated with disturbed spatial localization (Goolkasian & King, 1990;
Koenig, Kosslyn, & Wolff, 1991; Solman & May, 1990; Stein, 1991).

Much of the evidence cited supports the idea of a transient visual system def-
icit in dyslexia, as described in the previous section. Particular emphasis has
been placed on poor performance of dyslexics on tasks of separation, or visual
persistence, and visual masking, both believed to rely on transient system func-
tions. Additional support for the transient deficit hypothesis comes from find-
ings on various abnormalities in ocular functioning in dyslexia, and on anatomi-
cal deficits in the M system, which are both described in the following sections.

Ocular Functioning and Dyslexia

Eye Movements. Reading, like any visual scanning of the environment, re-
quires processing and integration across fixation-saccade sequences (Hill &
Lovegrove, 1993). Sustained activity, required for analysis of fine patterns and
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stationary stimuli, is more concentrated in the central or foveal field, whereas
transient system components relay global information about overall shape and
spatial location, and predominate peripheral vision (Breitmeyer, 1993).

During fixations and saccades, sustained and transient systems are activated,
respectively. The two systems act in a mutually inhibitory manner. During fixa-
tions, detailed information about the word focused on the fovea is transmitted.
Slowly decaying activity in the sustained channel, occurring during fixations, is
suppressed by transient activity, which is generated by abrupt and rapid image
displacements accompanying the saccades. When the eye’s focus shifts, new in-
formation is fixated, and the sustained response terminates the transient re-
sponse. In this manner, information from prior fixations cannot persist across
the saccade interval into successive saccades. These system interactions result
in a series of temporally segregated frames of sustained activity, which corre-
spond to the information obtained in a given fixation (Breitmeyer, 1993).

Efficient visual processing during reading requires a properly functioning
sustained pathway for processing patterns during fixations, and a properly func-
tioning transient pathway, which provides saccadic suppression. Theoretically,
abnormalities in either pathway would impair reading. For instance, superimpo-
sition of words from successive fixations may occur if sustained messages from a
previous fixation are not suppressed by the transient system. It has been sug-
gested that the blurring of text, reported by many dyslexic readers, may be the
result of superimposition, which causes a type of retinal image “smear”
(Breitmeyer, 1993; Hill & Lovegrove, 1993). It has also been hypothesized that
impairment of visual direction constancy, as well as visual instability, are results
of impaired transient activity (Stein, 1991, 1993).

Stein (1993) hypothesized that slight defects in transient system operation
may lead to the unsteady fixations exhibited by many dyslexics. Stein main-
tained that the M system controls eye movement because it provides the motion
signals essential for its guidance. In addition, the M system is responsible for
processing binocular disparity signals; hence, when the integrity of the M sys-
tem is compromised, unstable visual perception, poor visual direction sense,
and visual confusion may result.

Considerable research has shown that dyslexics have different eye move-
ment patterns when decoding text, compared to regular readers. In contrast to
the eye movements of regular or retarded readers, eye movements of dyslexics
are erratic, exhibit unusual patterns, and show variability of duration; these
movements are not altered with age. Dyslexics display more fixations, longer
average fixation durations, frequent regressions and mislocations, shorter sac-
cades, and an increased number of reversed saccades (Olson, Conners, & Rack,
1991; Pavlidis, 1985; Rayner & Pollatsek, 1989).
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Although abnormal eye movements of dyslexic readers during reading have
been well documented, there has been strong disagreement concerning the na-
ture of this relation. Some researchers contend that abnormal eye movements
merely reflect the difficulty dyslexics have in decoding the meaning of text
(Rayner, 1978), and others have obtained evidence against this hypothesis
(Pavlidis, 1985). Research carried out using nonreading tasks further supports
the argument that abnormal eye movements may characterize dyslexics, even
outside of reading. In a recent study carried out by Fischer, Biscaldi, and Otto
(1993), eye movements of adult dyslexics were tracked during a noncognitive
visual task of serially presented squares. Results indicated poorer target fixa-
tion, smaller amplitudes, more forward saccades, and shorter fixations among
these readers.

The previous study involved serial processing, which may be a critical feature
affecting ocular functioning. Repeated documentation has indicated the exis-
tence of serial processing deficits among dyslexic readers, across sensory modali-
ties and experimental procedures. Experimental studies indicate that dyslexic
children differ from regular readers in temporal resolution and serial-order per-
ception of both linguistic and linguistically neutral auditory and visual events
(Dodgen & Pavlidis, 1990; Lovegrove, Garzia, & Nicholson, 1990; Livingstone
et al., 1991; Tallal, Stark, & Mellits, 1985; Wolff, 1993). Conceivably, difficul-
ties with serial processing may underlie both dyslexia-related phenomena and
abnormal eye movements.

Two variables have particular significance, according to the literature, in as-
sessing dyslexics’ sequential processing deficits: the rapidity of stimuli presenta-
tion and the variability in presentation rate. Hence, the link between aberrant
eye movements and dyslexia may be a specific difficulty with rapid, variable
temporal processing (Dodgen & Pavlidis, 1990). Other researchers have pro-
posed alternative third factors, which may account for both aberrant eye move-
ment patterns and dyslexia. Olson et al. (1991), for instance, suggested that
both phenomena result from impaired selective attention of the visual modal-
ity, in the parietal cortex. At present, both hypotheses remain within the realm
of speculation, and a connection between the two is conceivable.

Visual-Spatial Attention. Facoetti, Paganoni, Turatto, Marzola, and Ma-
cetti (2000) investigated two aspects of visual attention, orientation and focus,
in dyslexic children using various cues and SOAs. Their main findings revealed
that dyslexics were generally slower than regular children, and were unable to
automatically shift attention in response to peripheral visual cues. Dyslexics
were capable of using information provided to the fovea, but only at longer stim-
ulus onset asynchrony (SOA). It seems reasonable that this automatic-orient-
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ing deficit hampers the planning of ocular movements (saccades), which are
crucial for correct and rapid decoding, in children with dyslexia (Rayner &
Morris, 1991).

Facoetti et al. (2000) also revealed that dyslexics show limited control over
their focus of attention over time, a finding also reported by Sharma, Halperin,
Newcorn, and Wolf (1991) and Williams and Bologna (1985).

Dyslexics’ limited focusing time may be related to difficulties in suppressing
information that flanks an observed word, during reading (Geiger, Lettvin, &
Fahle, 1994; Rayner & Pollatsek, 1989), as suggested by the transient deficit hy-
pothesis. It should be noted, however, that some studies do not support such an
explanation. For example, Hayduk et al. (1996) examined the existence of a de-
ficient transient system among dyslexics. Twenty adult dyslexics were asked to
report on the appearance or lack of appearance of a grating under static condi-
tions with high spatial frequency or under transient conditions with high tem-
poral frequency and low spatial frequency. No discrepancies were found be-
tween dyslexics and regular readers in this study.

Peripheral Vision. Several investigators have found evidence of dissimi-
larities in peripheral vision between regular and dyslexic readers, and have sug-
gested that the differences are related to deficient transient processing.

In one study, Geiger and Lettvin (1987) examined simultaneous lateral
masking among dyslexic and regular readers, and found that dyslexics showed a
smaller magnitude of lateral masking in the peripheral field. These investigators
hypothesized that dyslexic individuals may learn to read outside the foveal field,
as a result of their visual processing characteristics.

Compatible with this finding are the results of studies by Williams et al.
(1989, 1990). The first was a metacontrast study that compared foveal and pe-
ripheral visual processing in regular and dyslexic readers. Evidence obtained
supported a slower rate of foveal visual processing in disabled readers. In con-
trast, their peripheral vision appeared better than that of regular readers, as
shown by an absence of metacontrast masking in peripheral presentations for dis-
abled readers. In the latter study, similar results were obtained; dyslexics exhib-
ited enhancement effects (i.e., the masker made the target easier to see) when
stimuli were presented to the peripheral retina. These results suggest that periph-
eral visual processing is characterized by disinhibition of sustained pattern infor-
mation, perhaps due to reduced inhibitory effects of transient channels.

A more recent study by Geiger, Lettvin, and Zegarra-Moran (1992) further
supports the previous results. In this study, evidence indicated that unlike regu-
lar readers, adults with severe dyslexia, native speakers of either Hebrew or Eng-
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lish, had better recognition of letters further into the peripheral visual field, in
the direction of reading (toward the right for English and toward the left for He-
brew.) When letters were presented in aggregates, dyslexics showed marked lat-
eral masking in and near the center of the visual field. These results support the
earlier suggestion by Geiger and Lettvin (1987) that dyslexic individuals may
learn to read outside the foveal field. Geiger et al. (1992) were able to demon-
strate that training in peripheral reading greatly improved dyslexics’ reading
performance. However, these reading techniques proved difficult to maintain;
the newly acquired skill quickly regressed when subjects stopped practicing the
technique.

It should be noted that a later study replicated the experimental paradigm
used by Geiger et al. (1992), but failed to confirm their findings; the study
merely found that dyslexics had longer reaction times for single and embedded
letters, in a wide array of spatial positions (Bjaalid et al., 1993).

Vergence Control. Stein and colleagues (Eden et al., 1993; Stein, 1989,
1993; Stein & Fowler, 1985) demonstrated that many dyslexic children experi-
ence difficulties with localizing small targets, such as letters, and often complain
that letters seem to blur or move around during reading. Stein showed that
these symptoms are frequently associated with impaired vergence control, un-
stable binocular fixation, and inadequate visual direction sense. According to
Stein, vergence control allows readers to stably fixate letters and therefore lo-
cate them reliably. If this ability is impaired, then letters will seem to move.
Stein hypothesized that unstable vergence control, particularly poor fixation,
may be caused by abnormal transient system development. He maintained that
the output of the magnocellular, transient processing system plays an important
role in the control of eye movements.

Anatomical Deficits in the Magnocellular
System Among Dyslexics

Jenner, Rosen, and Galaburda (1999) obtained evidence that M layers in the
LGN of dyslexics are anatomically less organized, contain magno cells that are
about 27% smaller, and are more varied than in nondyslexic brains. Conversely,
P layers do not differ; Parvo cells are similar in both dyslexic and regular readers
(Livingstone et al., 1991). Galaburda and Livingstone (1993) suggested that
because magnocellular geniculate neurons in dyslexics are smaller than parvo-
cellular neurons, they expectedly have thinner axons with slower conduction
velocities. However, this observation alone cannot explain the delays, early
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VEP or late ERP, found in their study. A 30% decrease in magnocellular axon
diameter would result in only a 1-ms delay in geniculo-cortical conduction
time, and even a two- or threefold decrease would result in a delay of only a few
milliseconds. This provides additional support for the notion that the magno-
cellular system is affected in dyslexia at many levels, resulting in cumulative
processing abnormalities.

VISUAL-ORTHOGRAPHIC PROCESSING
AND DYSLEXIA

Orthographic processing is the ability to recognize visually presented words in a
rapid, holistic manner, without relying on their phonology. The identification
of a written word is accomplished using structural patterns, consisting of letter
shapes and their unique order. When learning to read, children must retain a vi-
sual image of the letters of the alphabet, and then process a sequence of these
letters over a series of rapid eye fixations (Boden & Brodeur, 1999; Rayner &
Pollatsek, 1989). Orthography is essential to word recognition mostly in ad-
vanced stages of reading acquisition, when the reading process is faster and re-
lies on recognition of complete words without phonological decoding (Ehri,
1991). Research indicates a positive connection between difficulties in word
recognition and difficulties with orthographic processes (Bowers et al., 1994,
Reitsma, 1989). Orthographic recognition is a process in which perceived
items, represented as a group of features, are compared to a stored representa-
tion in memory (Bartha, R. C. Martin, & Jensen, 1998).

A number of studies indicate deficits in the visual-orthographic processing
system among dyslexics. These deficits are expressed in accuracy and slow re-
action time on tasks that examine orthographic skills. Several researchers
have speculated that the orthographic deficits found among dyslexic readers
may be related to difficulties in automatic induction of orthographic patterns.
That is, these readers may have difficulty establishing unitized orthographic
codes (Bowers, 1993; Bowers & Wolf, 1993; Reitsma, 1989; Stanovich, 1988)
and consequently do not acquire automatic word recognition skills (Bowers et
al., 1994). Relevant research has shown that poor readers differ from good
readers in their ability to unitize words. This ability enables readers to retrieve
a word, upon seeing a complex letter string, as quickly as if identifying a single
unit or letter (Bowers & Wolf, 1993). Poor readers, it appears, require more
exposure to an unfamiliar word in order to recognize it by its visual, ortho-
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graphic pattern (Bowers et al., 1994; Ehri & Wilce, 1983; Manis, 1985;
Reitsma, 1983, 1989).

It has been speculated that dyslexics’ problems with orthographic represen-
tations involve basic difficulties with speed of recognition (Bowers et al., 1994).
Research showing that dyslexic children do not differ from normal readers in
accuracy, on tasks of lexical decision or homonym verification, support this
view (see Rack et al., 1992, for a review). However, these tasks focus on whole
word orthographic codes, and may not directly tap letter-cluster knowledge.
Hence, tests that require judgments on “word-likeness” of nonwords, differing
in orthographic structures of letter clusters, may be more discriminative
(Bowers & Wolf, 1993). Support for this contention is obtained by showing that
knowledge of subword orthographic patterns (i.e., letter clusters) is associated
with reading skills. Berninger (1987) and Berninger, Yates, and Lester (1991)
found that the ability to detect the presence or absence of a letter cluster in a
given word was a good predictor of reading proficiency.

Other research has shown that dyslexics do not read by orthographic anal-
ogy. Studies by Lovett, Warren-Chaplin, Ransby, and Borden (1990) and
Lemoine, Levy, and Hutchinson (1993) demonstrated that even after exten-
sive practice and study of word patterns in certain words, dyslexic children did
not transfer knowledge of orthographic subword patterns to new words with
identical orthographic structure. Zecker (1991) found that dyslexics were
slower than regular readers in their ability to use orthographic knowledge to de-
cide whether two words were orthographically different or similar, rhymed or
not rhymed. Regular readers responded more quickly when an orthographic
similarity existed, and dyslexics did not. Manis et al. (1988) examined the dif-
ferent factors of dyslexia. They concluded that processing time measures
characterized dyslexics with orthographic difficulties better than processing
accuracy. These researchers noted that dyslexics are slow at retrieving ortho-
graphic information from memory, but overcome this obstacle when the task
has no time restrictions.

Bjaalid et al. (1993) examined the differences between dyslexic and non-
dyslexic high school students on an orthographic lexical decision task. The sub-
jects, who were shown a sequence of letters on a computer screen, had to dis-
cern whether or not the letter sequence was a word. The average response time
among the dyslexics was 1.47 s per word, as opposed to .38 s per word among the
regular readers.

According to Wolf, Vellutino, and Gleason (1998), global word shapes are
extracted within 60 ms to 80 ms. In a word recognition task, words were pre-
sented for 60 ms to allow sole use of orthographic knowledge for recognition.
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Adult dyslexics recognized merely 14 out of 52 words, compared with the con-
trol group, which recognized 34.3 words on average. In addition, on a lexical de-
cision task, dyslexics had an average reaction time of 1, 161 ms, as compared to
690 ms in the control group (Leinonen, Leppänen, Aro, Ahonen, & Lyytinen,
2001). These studies show that dyslexics have problems in using orthographic
knowledge, and their attempts to access this knowledge take longer. Dyslexics’
apparent inability to effectively utilize rapid orthographic-lexical processes to
recognize words is manifested in slow text reading speed (Leinonen et al.,
2001).

CONCLUSIONS

This chapter described the manner in which the visual system processes infor-
mation. The visual system in the brain has a long pathway with a high number of
different activation stages. The reading activity begins with the activation of
this system by the written symbol stimulus, which must successfully pass
through the different stages of the system. Moreover, in order to accommodate
the cognitive limitations imposed on information processing, the stimulus must
pass through the visual route with high quality and at a fast rate. If ineffective
quality or rate of processing occurs at any stage, then the quality of reading will
be affected. Moreover, effective visual perception in reading requires a high de-
gree of synchronization in terms of speed and location of the incoming informa-
tion between the different stages along the visual pathway. The reading
impairments of dyslexic readers may reflect a less than optimal synchronization,
which may slow down the speed of information processing along this pathway.
Chapters 9, 10, and 11 focus at length on this issue.
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During the reading process, written symbols perceived and processed by the
visual system must eventually be translated by the brain into sounds repre-
senting language. Thus, the auditory system, which is responsible for receiv-
ing, filtering, and storing sounds, becomes a likely contributor to both normal
and abnormal reading processes and constitutes a significant factor in the
study of these processes. Similar to the visual system, discussed in the previous
chapter, the auditory system is a complex, sequential, hierarchical pathway in-
volving many subsystems and processing stages and requiring integration at as-
tounding levels of precision. Here, too, there are many “way stations” through
which information must necessarily pass, each characterized by its own process-
ing formats and speeds. Unlike the visual system, however, we have very little
information concerning the unique functions and specific subsystems of the
pathway leading from the ears to the high auditory association areas of the
brain. Although research continues in the field, we are still far from understand-
ing the auditory system as a whole.

Still, a fair amount of research has been carried out relating the auditory sys-
tem to the reading process, particularly in terms of the possible contribution of
auditory deficits to dyslexia and other reading problems. This chapter reviews
evidence that has been collected regarding the course of auditory processing
and the divisions within it. This review serves as a basis for a discussion of the
theoretical and empirical support for the contribution of an auditory system def-
icit to abnormal fluency in reading.

8

Auditory-Phonological
Processing: Regular

and Dyslexic

127

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



THE STRUCTURE OF THE AUDITORY MODALITY

When auditory information, or sound, is presented in the external environ-
ment, the involvement of the auditory system begins with perception of that in-
formation by the ears, whose role it is to enhance sound waves from the
environment and relay them to auditory receptors. These receptors mark the
beginning of the auditory nerve pathway (cranial nerve VIII), which continues
on to the cochlear nuclei of the medulla, and then branches out into a number
of ascending routes that meet again at the inferior colliculus. From the inferior
colliculus, axons reach a number of destinations, among them the medial
geniculate nucleus of the thalamus and subsequently the auditory cortex.
Whereas there is significantly less information about auditory pathways leading
to the cortex than there is about their visual counterparts, there is some evi-
dence that the auditory system also involves processing along separate dorsal
and ventral streams.

In most cerebral locations in which sound is processed along the auditory
pathway, neurons are organized according to a tonotopic scheme, meaning that
each has a characteristic frequency to which it reacts optimally, and they are all
set in the neural tissue in a manner that reflects a gradual increase in the fre-
quencies to which the system responds. Thus, in the auditory nerve, the manner
of pulse transfer is such that pure tones at low amplitudes arouse specific single
fibers, and nonpure tones arouse a number of nerve cells with each one causing
arousal according to its characteristic frequency (Schmidt, 1985). As the level
of a neuron in the auditory pathway increases, a more complex sound pattern is
required to arouse it (Schmidt, 1985). Some respond to a wider frequency
range, according to specific characteristics, such as a specific amplitude or fre-
quency change. Other cells only respond to the beginning of a sound stimulus or
to its end. Some neurons, even at lower levels (in the cochlear nucleus), are de-
layed by auditory input.

From the Ears to the Cortex

Auditory receptor cells, known as hair cells, start in the inner ear or cochlea.
Based on the vibration patterns, these cells transmit to a collection of neurons
known as the spiral ganglion, whose axons form the auditory nerve. Spiral gan-
glion neurons send output to one of two nuclei in the medulla, the dorsal and
ventral cochlear nuclei, with each nucleus receiving input from the cochlea of
the ipsilateral ear. The multiple pathways beginning at the dorsal and ventral
cochlear nuclei result in more complex and less understood auditory routes.
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One pathway begins in the ventral cochlear nucleus and goes on to the supe-
rior olives, found on either side of the brain stem. At this stage, the axons
branch out and send information to the superior olives on both sides of the
brain, such that from this point on auditory nuclei receive bilateral input. From
the superior olive, tracts ascend along the lateral lemniscus, which leads to the
inferior colliculus of the midbrain. Many afferent neurons of the dorsal cochlear
nucleus follow a similar route, bypassing the superior olive. Although there are
others, all ascending auditory pathways converge at the inferior colliculus.

Neurons in the inferior colliculus send out axons to the medial geniculate
nucleus (MGN) of the thalamus, which in turn helps synchronize and coordi-
nate auditory information to and from the auditory cortex. The MGN is also in-
volved in the extensive feedback system between the auditory cortex and the
other areas in the brain. Other routes from the inferior colliculus include pro-
jections to the superior colliculus, where the integration of auditory and visual
information occurs, and to the cerebellum.

Auditory Cortex

The primate auditory cortex is subdivided into three areas (i.e., the core, belt,
and parabelt) on the basis of their cochleotopic organization, connectional rela-
tionships, and architectonic features. Connections between the parabelt, het-
eromodal, and supramodal regions of the temporal, frontal, and parietal cortices
form a distributed network for auditory cognition.

The main processing stream begins in the central nucleus of the inferior
colliculus (ICc), goes on to the ventral nucleus of the medial geniculate com-
plex (MGv) of the thalamus, and then reaches the auditory cortex. This is
known as the “MGv� core� belt� parabelt” pathway. A parallel stream in-
volves the dorsal (ICd) and pericentral (ICp) divisions of the inferior colliculus,
the dorsal (MGd) and medial (MGm) divisions of the medial geniculate com-
plex, and the belt complex. A possible third stream consists of superior
colliculus (SC) projections to parts of the medial pulvinar (PM), suprageni-
culate (Sg), and limitans (Lim) nuclei of the thalamus, which project further to
the parabelt cortex. From there on, processing converges in the superior tempo-
ral gyrus (STG), superior temporal sulcus (STS), and prefrontal cortex.

The Core Region. The core region exhibits features of primary sensory cor-
tex, and contains three cochleotopically organized fields, all of which receive
dense input from the ventral division of the medial geniculate complex (MGv):
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• AI—the largest, most caudal field
• RT—the smallest, most rostral field
• R—intermediate in size and position

It is suggested that auditory information is processed serially from the MGv to
the core and in parallel within the three core fields. The core probably has a
function in sound detection. AI neurons exhibit better temporal resolution
than neurons in surrounding areas.

The Belt Region. The belt region surrounds the core, and can be thought
of as a secondary auditory cortex. It receives most of its afferent input from the
core area and the dorsal (MGd) and medial (MGm) divisions of the medial
geniculate complex, with a minor contribution from MGv. Seven or eight fields
are defined, named according to their relative position along the superior sur-
face of the STG:

• The anterolateral (AL), caudolateral (CL), caudomedial (CM), and mid-
dle lateral (ML) fields are cochleotopically organized.

• The rest, including the lateral rostrotemporal (RTL), medial rostrotem-
poral (RTM), and rostromedial (RM) fields, are not.

Lateral belt neurons are more sensitive to species-specific vocalizations than to
pure tones.

The Parabelt Region. The parabelt region lies adjacent to the lateral belt
fields along the lateral surface of the STG, and has strong connections with the
belt and minor connections with the core. Two parts have been identified:

• Rostral part of the parabelt (RP or RPB)—receives input from the rostral
belt. Neurons are sensitive to white noise but not to pure tones.

• Caudal (CP or CPB)—receives input from the caudal belt. Neurons re-
spond to sounds in the contralateral space, pure tones, motion, and direc-
tion. Some cells are heteromodal, visual, or somesthetic.

In parallel, the parabelt also processes direct thalamic input from MGd and
MGm, along with strong input from the medial pulvinar, suprageniculate, and
limitans nuclei.
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Auditory Processing Beyond the Auditory Cortex. Auditory processing
extends to specific regions of the adjacent temporal cortex, medial temporal
cortex, prefrontal, and parietal cortex. Many cells in these regions are
heteromodal and participate in cognitive aspects of auditory processing.

The parabelt has connections with nearby parts of the temporal lobe, includ-
ing RPB connections with the rostral parts of the superior temporal gyrus
(STGr). This is still considered within the third level of processing.

The Fourth Level: Prefrontal Regions. RPB and CPB have overlapping re-
ciprocal connections with the dorsal prearcuate cortex, which is also called area
8A or the frontal eye field (FEF), whereas STGr does not have such connec-
tions. RPB and CPB also have connections with the dorsal bank of the principal
sulcus cortex (RPB, largely to the rostral region, and CPB, to the caudal part). It
has been shown that the caudal principal sulcus region receives topographic
sensory inputs from the auditory, somatosensory, visual, and polysensory cor-
tex, whereas the rostral principal sulcus is the major target of projections from
auditory and limbic cortices. RPB and STDr have connections with the
orbitofrontal cortex, but CPB does not.

Auditory-related prefrontal regions, specifically the auditory-related princi-
pal sulcus regions and arcuate sulcus, are interconnected. It has been shown
that the dorsal principal sulcus and dorsal prearcuate cortex are intercon-
nected, each showing substantial connections with the premotor cortex, but re-
stricted connections with the ventral prefrontal and orbital cortex. Input to
FEF from the principal sulcus may mediate regulatory control over gaze.

In the prearcuate region, neurons are more sensitive to auditory stimuli
during auditory localization tasks, and electrical stimulation of this cortex
produces large saccadic eye movements into the contralateral visual hemi-
field. It has been proposed that auditory input to the prearcuate cortex is im-
portant for directing attention and gaze toward peripheral auditory stimuli.
The adjacent principal sulcus region is considered essential for spatial and
nonspatial tasks based on delayed responses, which require short-term or
working memory.

Ablation studies suggest that the ventrolateral prefrontal cortex subserves
working memory for nonspatial tasks, such as stimulus recognition, whereas in-
ferior orbitofrontal cortex is associated with the reward system, and the emotive
and motivational aspects of behavior. This processing is also contributed to by
auditory input. More than one half of the neurons in the orbitofrontal cortex
are bimodal, and show auditory-visual interactions (inhibition).
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Dorsal and Ventral Auditory Pathways

In the belt region, the anterolateral area (AL) connects to more rostral and ven-
tral regions in the temporal lobe, whereas the caudolateral area (CL) makes
more caudal and dorsal connections (Romanski et al., 1999). Thus begin the
ventral and dorsal streams of the auditory cortex. AL sends further projections
to distinct frontal regions, including the frontal pole (BA10), rostral principal
sulcus (BA46), and ventral prefrontal regions (BA12 and 45), areas that are im-
plicated in nonspatial functions. CL, on the other hand, projects to the caudal
principal sulcus (BA46) and FEF (area 8A). These areas are implicated in spa-
tial processing.

Corresponding projections occur in the parabelt. RPB and STGr receive in-
put from AL and then send major input to the same frontal regions as AL itself.
CPB and STGc follow a similar pattern, receiving projections from CL and
sending major input to the frontal regions to which it projects. Thus, processing
in the auditory cortex is not strictly serial. There may be a third stream, originat-
ing from the middle belt area ML, which has frontal connections overlapping
with those of AL and CL, and may have an intermediate function.

Conclusions

It is evident that in addition to the external auditory signal in spoken lan-
guage, the internal auditory signal, which must be matched to the visual signal
from printed material in written language, must also pass through many sub-
systems along the auditory pathway. Clearly, each is characterized by a differ-
ent manner of activation, possibly dictating a different speed of processing
(SOP) at each substage. It is plausible that correct matching between the vi-
sual and auditory-acoustic aspects of the alphabetic code can be seen as a re-
sult not only of the manner but also of the SOP of activation of these various
subsystems. Among other things, reading impairments can be seen as result-
ing from slow SOP within one or more of these subsystems, or from the speed
at which information is transferred between the different subsystems of the
auditory-acoustic modality. When considering the contribution of the audi-
tory system to reading and reading impairment, it is useful to separate the lower
level perceptual processes discussed previously from higher, linguistic level
phonological processes involving meaningful speech. Different theories regard-
ing auditory system deficits in dyslexia have implicated each of these levels of
processing. The next section considers the possibility of an auditory perceptual
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deficit in dyslexia. Later in the chapter, auditory linguistic processes and their
role in reading impairment are discussed.

LOWER LEVEL AUDITORY DEFICITS

Auditory perception is the immediate interpretation of sound stimulation. It in-
volves recognition of a sound pattern as the same or different from patterns pre-
viously discriminated and stored (Robeck & Wallace, 1990). Those in close
contact with people suffering from deep dyslexia often claim that they report
difficulties with different aspects of sensory perception. For instance, with re-
spect to the sense of sight, many dyslexics feel that letters “float” on the page
and switch around, and they have difficulty distinguishing between form and
background. With respect to the auditory channel, dyslexics tend to switch
sounds, experience difficulty locating where sounds comes from, have increased
difficulty locating sounds due to distracting noises, and find it hard to concen-
trate at all noise levels (Richardson & Stein, 1993).

At the level of auditory perception, a division can be made based on the qual-
ity of the perceived stimuli, namely, if they are purely nonverbal or phonologi-
cally meaningful (i.e., speech sounds). Research has revealed that dyslexics dif-
fer from normal readers on perceptual tasks using both linguistically neutral and
verbally meaningful auditory and visual stimuli (Livingstone et al., 1991;
Lovegrove et al., 1990; Tallal et al., 1985).

Today, the prevailing hypothesis implicating lower level deficits in dyslexia
proposes problems in the processing of temporal information. This hypothesis is
described, followed by a review of the evidence in support of a lower level audi-
tory perceptual deficit in general, and more specifically in relation to temporal
processing.

The Temporal Deficit Hypothesis

Much of the current research on the topic of lower level deficits in dyslexia has
centered around the hypothesis that dyslexics’ perceptual deficits result from
problems in the processing of temporal information. The most convincing evi-
dence in support of this contention has come from the work of Tallal (Tallal,
1980; Tallal et al., 1993; Tallal & Stark, 1982), who argued that children with
developmental dyslexia may, like language disabled children, suffer from fun-
damental disturbances in sound perception. The basic tenet of Tallal’s theory
is that dyslexic (as well as speech disordered) children have difficulty integrat-
ing sensory information that converges in rapid succession (within millisec-
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onds) in the central nervous system (Tallal et al., 1993). This deficit appears
to influence multiple modalities, and affects motor output within the millisec-
ond time frame.

Although much of her work has been on language impaired children, Tallal
viewed reading disability as being on a continuum of language disability that in-
cludes widely hetrogeneous groups. Hence, many of her conclusions regarding
the language impaired are held to be applicable to the reading disabled. Sup-
porting this view are converging experimental data obtained from language im-
paired and reading impaired children indicating considerable overlap in the
performance profiles of the two groups (Elliot, Hammer, Scholl, & Carrell,
1989; Tallal et al., 1988; Tallal et al., 1993; Tomblin, Freese, & Records, 1992).
In the auditory domain, Tallal and colleagues suggested that “a primary tempo-
ral processing deficit may result in a form of auditory deprivation that, in turn,
alters neuronal mapping and connections across the auditory system with cas-
cading effects on other higher level auditory processes” (Tallal et al., 1993, p.
30). One critical effect is disruption of the phonological processing system,
which eventually leads to impairment in speech and/or reading.

The temporal deficit hypothesis has drawn the attention of many researchers
and is considered today to be one of the leading hypotheses regarding the source
of dyslexia and other learning disabilities. Some researchers claim that a tempo-
ral processing deficit among dyslexics exists in all modalities and not only the
auditory system. For instance, Farmer and R. Klein (1995) and Merzenich,
Schreiner, Jenkins, and Wang (1993) suggested that dyslexics suffer from an
overall difficulty with sensory temporal processing.

Hypotheses regarding abnormal temporal processing are difficult to test, be-
cause it is hard to empirically distinguish between perceptual and linguistic-
cognitive deficits. Still, evidence has accumulated revealing differences be-
tween reading impaired and normal readers on temporal processing tasks. This
evidence, discussed in the sections that follow, has led to the proposal of various
hypotheses regarding the source and development of these temporal processing
deficits.

Explaining the Temporal Deficit Hypothesis. Merzenich et al. (1993) dis-
cussed temporal processing in terms of the neural mechanisms underlying tem-
poral integration, segmentation, and input sequence representation, and cited
findings according to which temporal-perceptual integration times in the dys-
lexic population are significantly longer relative to normal readers (Lovegrove,
1993a; Lovegrove et al., 1990; Shapiro, Ogden, & Lind-Blad, 1990; Tallal &
Piercy, 1979; Williams & LeCluyse, 1990). In an attempt to understand the
source of speech and language deficits characterized by longer than normal
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temporal integration and segmentation, dyslexia included, Merzenich et al.
(1993) suggested two hypotheses. According to the first, temporal processing
deficits are learned or acquired, and stem from a sensory processing strategy ac-
quired at birth. When this is the case, Merzenich et al. (1993) claimed that
these deficits are most probably correctable as the brain is adaptable to large
representation changes even in adulthood and certainly in childhood. How-
ever, it is probable that the correction process is long and slow.

According to the second hypothesis raised by Merzenich et al. (1993), there
is a physical impairment in the “learning mechanism” among dyslexics, which is
manifested globally or locally. This hypothesis makes reference to their claim
that temporal integration times at the neuronal level are shortened with devel-
opment and practice. Many elements participate in this process, and impair-
ment in any one of them may cause the learning process to slow down, prolong-
ing temporal integration. It is possible that there is an impairment focusing on
one of these elements, as suggested by focused difficulties characteristic of dys-
lexics. However, another possibility is that the impairment is general and if so, it
will only be expressed in one modality, which will “drag” the others along with it
(Merzenich et al., 1993).

Llinas (1993) suggested a hypothesis similar to that of Merzenich et al.
(1993), according to which a special inner “clock” exists that controls neural
firing rate, and that among language disabled and dyslexic children this “clock”
is impaired. He reported that “clock” fluctuations might run at 40 Hz (in other
words, one cycle every 25 ms). One hypothesis raised regarding these fluctua-
tions is that they are an essential component involved in entering sensory infor-
mation into cortico-thalamo-cortical networks. According to Llinas (1993),
slow fluctuations and decreased neural firing rate cause a problem with rapidly
presented sequential sensory or motor information processing within a range of
several milliseconds—exactly the difficulty displayed by language and reading
disabled children.

Another hypothesis regarding the nature of the temporal problem among
dyslexics is that of Galaburda and Livingston (1993), which is based on
neuroanatomic and physiological studies among adult dyslexics. They reported
structural and functional differences between dyslexics and normal readers in
the magnocellular and thalamo-cortical systems and, in contrast, in the accu-
rateness of the parvocellular system in the visual and auditory modalities (in the
medial geniculate nucleus).

In sum, it can be argued that regardless of the source of the temporal impair-
ment among dyslexics, reading, as a temporal activity based on the time and ca-
pacity limitations of the information-processing mechanism, is affected by time
constraints. Specifically, lengthened temporal processing across reading seg-
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ments and/or long time gaps between the various segments within a reading task
might affect the quality of the process and impair reading effectiveness.

Evidence of Lower Level Auditory Deficits in Dyslexia

Evidence supporting the idea that dyslexics differ from normal readers in audi-
tory perceptual processes that do not involve actual meaningful speech is di-
vided into research on nonverbal stimuli and stimuli composed of phonemic
units, or speech sounds. Most, although not all, of this research has been aimed
at exploring the temporal processing deficit hypothesis, particularly in studies
employing nonverbal stimuli.

Nonverbal Auditory Processing. Whereas the theory that dyslexics may
suffer linguistic auditory perceptual difficulties has gained greater acceptance in
recent years, the question of whether or not nonlingusitic auditory perception
affects reading ability has generated considerable controversy. Some investiga-
tors have found evidence of an association between nonverbal processing and
reading ability (McCroskey & Kidder, 1980; Nicolson & Fawcett, 1993b), but
others have failed to find such an association (B. U. Watson & C. S. Watson,
1993). Research carried out using nonspeech acoustic stimuli is limited, yet the
answer to this question is necessary if we are to determine whether dyslexics’
difficulties are due to primarily auditory or to more strictly phonetic factors.

The results of a number of studies indicate that dyslexics may have subtle
low-level auditory perceptual deficits not normally detected on standard hear-
ing tests. Research has revealed that dyslexic children show problems in the
speed of choice reaction time to pure tones (as well as visual flashes; Nicolson &
Fawcett, 1993b), in addition to difficulties on tasks of tonal-pattern discrimina-
tion (Pinheiro, 1977; Tallal, 1980; B. U. Watson, 1992), gap detection (Lud-
low, Cudahy, Bassich, & Brown, 1983), auditory fusion (McCroskey & Kidder,
1980) and discrimination of tone duration (B. U. Watson, 1992).

Evidence of an auditory temporal processing deficit has been obtained
through Tallal’s research as well as that of other investigators. This deficit
appears to center around difficulties with temporal sound processing and
sequencing (Nicolson & Fawcett, 1993b). Tallal (1980) reported that read-
ing-impaired children performed more poorly than controls on nonverbal au-
ditory discrimination and temporal order perception tests for two complex
computer-generated tones only when the stimuli were presented rapidly. Poor
readers were less accurate than normal readers on discrimination and se-
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quencing tasks when two short complex stimuli were presented at short
interstimulus intervals (305 ms and less), but not when ISIs were long (428
ms). McCroskey and Kidder (1980) and M. A. Reed (1989) obtained similar
results. These results indicate that reading disabled children require signifi-
cantly longer ISIs than normal students to perceive two complex tones as dif-
ferent. One interpretation of these results is that the perceptual difficulty in
distinguishing between sound borders limits dyslexics’ phonological abilities,
creating the failure considered to be the main factor in dyslexia (Blachman,
1994; Brady & Shankweiler, 1991). This conclusion is based on the fact that
the time range of several milliseconds should suffice for phonological process-
ing in speech perception and reading.

The majority of research carried out on nonverbal acoustic perception has
used complex tones, based on the notion that dyslexics have trouble perceiving
stimuli with rapidly changing acoustic features. Yet, it appears that dyslexics
may also perceive pure tones less well than normal readers. In a study carried
out by De Weirdt (1988), it was found that both dyslexics and poor first-grade
readers performed less well on pure tone same–different discrimination tasks.
Later experiments by Nicolson and Fawcett (1993b, 1993c) also used pure
tones. These investigators found that although dyslexics responded normally
on tests of simple reactions to pure tones, they were significantly slower in selec-
tive choice reactions to these stimuli. The authors suggested that these findings
may be a result of speed impairments in either perceptual classification or cen-
tral decision processes.

B. U. Watson (1992) used a wide range of auditory tasks and found differ-
ences between dyslexic and normal adult readers on a single-tone duration task.
In this task, a standard 1 kHz tone was presented at different durations, ranging
from 8 ms to 256 ms. B. U. Watson and Miller (1993) employed identical tasks,
again on adult readers, and obtained a somewhat different pattern of results.
Both studies indicated a temporal processing deficit among dyslexics, but this
later study found that dyslexics performed more poorly than normal readers
only on a task assessing ability to discriminate temporal order for tones. In this
task, the subjects were required to discriminate the order of two tones with fre-
quencies of 550 Hz and 710 Hz at durations ranging from 20 ms to 200 ms. The
tones were presented without gaps between them, and the pairs of tones were
followed by a “leader” and a “trailer,” consisting of 100 ms 625 Hz tones. The
leading and trailing tones changed the task from one limited by the listener’s
spectral resolving power to one that places greater stress on auditory memory.
The reason for the differential findings between the B. U. Watson (1992) and
B. U. Watson and Miller (1993) studies is not clear.
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Additional studies indicate auditory perceptual problems among dyslexics.
For instance, Kinsbourne et al. (1991) presented dyslexic and regular readers
with different sounds, in a different ear each time, and requested temporal order
judgment. This task was significantly more difficult for the dyslexics relative to
the regular readers. Although the finding that the difficulty stemmed from a
problem with interhemisphere transfer was disputed, this claim was rejected
(May et al., 1988). In another study (McGivern, Berko, Languis, & Chapman,
1991), dyslexic children were examined using a sound sequence discernment
test according to rhythm (the Seashore Test). Once again, the task was more
difficult for the dyslexics.

In addition to tones, dyslexics appear to perform less well on tasks using
clicks as stimuli. Farmer and R. K. Klein (1993) administered a click fusion task
and found that dyslexics required longer ISIs than normal readers to perceptu-
ally segregate clicks. This finding supports the contention that dyslexics have a
temporal processing deficit for any rapidly presented auditory stimuli. Hari and
Kiesila (1996) examined adult dyslexics to whom they presented clicks that
“jumped” from one ear to another with an alternating ISI (45–500 ms) so that a
directional illusion was created. At short ISIs, both groups felt the directional il-
lusion. However, around 90–120 ms the illusion disappeared among the regular
readers whereas the dyslexics continued noticing it even at an ISI of 250–500
ms. Hari and Kiesila (1996) suggested that the auditory timing problem might
stem from an overly low perceptual clock rate, or in other words, from a tempo-
ral perception problem. They claimed that dyslexics do not get a chance to use
all the sensory information required, as their information reception rate is rela-
tively slow.

Farmer and R. Klein (1995) claimed that the tasks most indicative of a tem-
poral processing deficit among dyslexics are those requiring serial processing of
a number of stimuli, in contrast with processing of a single stimulus (which is, in
their opinion, normal among dyslexics). According to Farmer and R. Klein
(1995), there is a specific group of dyslexics who suffer from this serial failure,
and not all dyslexics are included in it.1

The results of studies on nonverbal auditory perception clearly point to the
possibility of lower level perceptual deficits largely related to temporal process-
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1In this group, the serial processing failure is found in the visual and auditory modalities and
some studies have indeed shown evidence that dyslexic children have difficulty distinguishing
visual, and not only auditory, stimuli when they are presented rapidly and are of short lengths
(McKeever & Van Deventer, 1975). Thus, there is evidence that the phenomenon is not unique
to the auditory sense.

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



ing among dyslexic readers. However, the precise nature of these deficits needs
to be more clearly defined.

Lower Level Phonological Processing. It has been established that audi-
tory perception of phonemic units is directly related to initial reading acquisi-
tion (Robeck & Wallace, 1990). Thus, research on the involvement of lower
level auditory perception deficits in dyslexia has also employed speech sounds.
Clinical observations that dyslexic children typically “hear normally” (i.e., per-
form normally on standard hearing tests) and understand spoken language may
not be sufficient evidence to conclude that they have a normal ability to per-
ceive speech sounds. For some time, the notion has been raised that children
with reading disabilities may also have subtle deficits in their perception of the
acoustic cues for speech (Shankweiler, 1979; Tallal, 1980, 1984; Tallal &
Piercy, 1974, 1975). However, despite increasing consensus that language im-
pairment at the perceptual level may be involved in the etiology of dyslexia, the
specific deficits associated with this phenomenon are unclear (Steffens, Eilers,
Gross-Glenn, & Jallad, 1992).

It has been hypothesized that the way in which subtle perceptual deficits
might affect reading through phonology is through inconsistency in the percep-
tion and classification of phonemes, which lead to the development of degraded
representations of verbal information in memory. This is thought to interfere
with the establishment of stable representations of phonemes in long-term
memory. In the absence of consistent, invariant phonemic representations, the
process of transforming written script into phonetic units is impeded (Godfrey,
Syrdal-Lasky, Millay, & Knox, 1981; Kamhi, Catts, & Mauer, 1990; Mann &
Brady, 1988; Stanovich, 1986a; Tallal, 1980, 1993; Torgesen, 1985; B. U. Wat-
son & Miller, 1993).

In tests assessing categorical perception for phonemes, speech degradation is
often used to investigate dyslexics’ classification of phonemes into phonetic
categories in a phoneme boundary shift paradigm. Several researchers have em-
ployed identification and discrimination tasks for meaningless synthetic stop
consonant continua varying in place of articulation (usually /b-d/ and /d-g/)
(Brandt & Rosen, 1980; De Weirdt, 1988; Godfrey et al., 1981). On such tasks,
dyslexics have been found to be less able to differentiate phoneme boundaries
than good readers.

Vowel perception also seems to be impaired among some dyslexics. In a study
by P. Liberman, Meskill, Chatillon and Schupack (1985), both vowel and con-
sonant perception were investigated among adult dyslexics. Their results re-
vealed that whereas some dyslexics did not differ from controls on identification
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and discrimination tasks, others differed on the perception of consonants, and
still others on the perception of vowels. The results of this study suggest sub-
types of dyslexics with different perceptual difficulties.

In another study, B. U. Watson (1992) employed a variety of auditory
tasks, and found that in addition to other deficits, disabled adult readers per-
formed more poorly than normal readers on a syllable sequencing task in
which the subjects were required to discriminate the syllables /ta/ka/ from /ka/
ta/ when the two CV syllables were preceded by the syllable /fa/ and followed
by the syllable /pa/. That is, the task was to discriminate /fa/, /ta/, /ka/, /pa/, from
/fa/, /ka/, /ta/, /pa/. Steffens et al. (1992) also examined syllable perception in
adult readers, and found that although adult dyslexics were able to identify and
discriminate vowel (/a/-/ /) and CV syllable (/ba/-/da/ and /sta/-/sa/) stimuli,
they were less accurate than normal readers, particularly on the syllable tasks.
On the vowel task, only dyslexic men revealed greater uncertainty in labeling
the stimuli. For the stop-consonant CV syllables (ba/da), both male and female
dyslexics were less consistent and accurate in identifying the syllables. An addi-
tional finding was that adult dyslexics required greater periods of silence to shift
the phonetic boundary from /sa/ to /sta/.

Temporal difficulties have also been shown in a variety of studies employing
speech sounds. For example, dyslexics have been found to perform more poorly
on tasks of syllable sequencing discrimination. In a study carried out by M. A.
Reed (1989), a temporal sequencing task was used to compare reading disabled
and control children on their ability to identify the order of two vowels (/e/ and /
ae/) and two consonant syllables (/ba/ and /da/). Reading disabled subjects per-
formed worse than normal controls when consonant syllables were presented at
brief ISIs (300 ms), but not when vowels were presented at the same rate. Reed
attributed these results to the rapidly changing acoustic spectra that character-
ize the stop consonants but not the vowels. This finding comes together with
the evidence from nonverbal processes to support the temporal processing defi-
cit hypothesis.

Beyond the Auditory Temporal Deficit Hypothesis

The auditory deficit theory has been highly influential, and many researchers
support the view that auditory perceptual dysfunction may be linked to reading
through phonological capabilities (Stanovich, 1986a; Tallal, 1980; Torgesen,
1985; B. U. Watson, 1992). Yet, although Tallal’s theory that a temporal order
or sequencing dysfunction is a major contributor to dyslexia has gained momen-
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tum in recent years (Shapiro et al., 1990), there is still no consensus regarding
the accuracy of a temporal processing deficit as an explanation for dyslexia
(Studdert-Kennedy, 1997), and evidence exists that temporal disorders may
not account for all dyslexics’ difficulties. Some researchers claim that the source
of the phonological deficit is a problem with rapid perception and not temporal
perception. In other words, the emphasis is on the rate and not the serial char-
acteristic (Studdert-Kennedy & Mody, 1995). In addition, the emphasis is
placed on verbal as opposed to nonverbal material, which dyslexics manage to
process easily (Mody, Studdert-Kennedy, & Brady, 1997). Furthermore, al-
though the association between reading and phonological skills is well estab-
lished, much less is known about the relations between auditory perception,
phonological abilities, and reading. It seems that there are as yet many unan-
swered questions regarding the temporal processing hypothesis.

Evidence from some studies has raised the possibility that deficits in temporal
processing exist, but they may only serve as partial explanations. In one early
study (Tallal & Stark, 1982), the differences in temporal perception between
reading disabled and normal readers were not wholly confirmed. As the dyslexic
subjects in this study had adequate phonics abilities (i.e., normal language and
articulary skills), it was speculated that poor temporal processing may be more
closely related to oral language impairment than to specific reading disability. In
order to examine this possibility, a further study was carried out that examined
temporal processing in two reading disabled groups, one with concomitant lan-
guage disorders, and the other without (Tallal et al., 1993). Using a comprehen-
sive battery of sensory and motor tasks designed to assess visual, tactile, cross-
modal sensory integration, and rapid sequential motor output, it was found that
dyslexic children with oral language disabilities showed significant deficits in
nonsense word reading (decoding) and nonverbal temporal processing. Dyslex-
ics with normal oral language scores however, showed neither phonological de-
coding nor temporal processing deficits in any sensory modality. The reading
difficulties of the latter group appear to occur at a higher level of analysis. In
short, one possibility is that low-level temporal processing deficits may charac-
terize only a certain type of dyslexic.

Evidence from another direction also suggests that temporal processing
deficits at the perceptual level may only partially account for reading impair-
ment. Several investigators have found that the Seashore auditory rhythm
test (Seashore, Lewis, & Saetvit, 1956, 1960), which is a paired-comparisons
task using patterns of rhythm from five to seven beats, consistently differenti-
ates poor from good readers (Malloch, 1984; McGivern et al., 1991; Newman,
Wright, & Fields, 1991; Zurif & Carson, 1970). Substantial correlations have
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been found between performance on this test and reading ability (Zurif & Car-
son, 1970).

In an extensive longitudinal study examining a large group of children on a
number of cognitive tests commonly associated with dyslexia, Newman et al.
(1991) found that in addition to poorer performance on the rhythm test, dys-
lexic children also performed significantly worse on the pitch section of the Sea-
shore test. Interestingly, neither test involves variations in the rapidity of stimu-
lus presentation. However, both the pitch and rhythm tasks are complex and
are based on repeated presentation of stimuli. Newman et al. suggested that
these stimulus parameters may serve to “overload” the reading disabled sub-
jects. This view coincides with that of De Weirdt (1988), who proposed that the
number of stimulus elements within a response set may play a part in the ability
to differentiate stimuli.

Another line of research further supports the proposal that impaired tempo-
ral processing may be only one aspect of reading disability. Watson conducted a
series of studies designed to investigate the relations between reading and the
auditory and phonological domains directly (B. U. Watson, 1992; B. U. Watson
& Miller, 1993; B. U. Watson & C. S. Watson, 1993). In the B. U. Watson and
Miller (1993) study, evidence was found of a strong relation between speech
perception and several of the phonological processes involved in reading. Inter-
estingly, although reading disabled and nondisabled readers differed signifi-
cantly on a task of assessing temporal order for tones (i.e., a nonspeech meas-
ure), no significant relations were found between this or any other nonverbal
auditory measure and phonological abilities.

Both the B. U. Watson (1992) and B. U. Watson and C. S. Watson (1993)
studies confirmed a specific association between reading disability and auditory
temporal processing, but found enough overlap between the performance of
reading disabled, math disabled, and normally achieving students to suggest
that impaired temporal processing is neither a necessary nor a sufficient cause of
specific reading disability. This appears to be true even when the reading dis-
ability involves impaired phonics abilities. Supporting this view is an earlier
study by Ludlow, Cudahy, Bassich, and Brown (1983), who compared reading
disabled, language delayed, and hyperactive boys and found all three clinical
subgroups to have significantly longer interstimulus thresholds than normal
controls on a temporal order task.

Findings such as these suggest that auditory temporal deficits may not be
causally related to language and reading disorders, but instead may be represen-
tative of a common neurological disorder such as slower rates of neural trans-
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mission (Ludlow et al., 1983). Hence, impaired processing of temporal informa-
tion could be a general deficit common to various pathologies.

There are also studies that did not find evidence of temporal processing diffi-
culties. Tobey and Cullen (1984) did not find differences between dyslexic and
regular readers in temporal processing and, in another study, differences were
only found on a single test, word length judgment (B. U. Watson, 1992). In a
follow-up study, B. U. Watson and Miller (1993) did not find a difference be-
tween groups using the same task, and a statistical analysis made it clear that a
model assuming that a phonological deficit is caused by a speech perception dif-
ficulty (tasks such as syllabic sequence, sound imitation) was responsible for
more variability than a model assuming that auditory temporal processing
(tasks such as sound order judgment, sound length judgment) is the cause of a
phonological deficit.2

Nittrouer (1999) examined temporal processing ability among children from
age 8 to 10, both dyslexic and regular readers, using a test requiring the ability to
distinguish between stimuli with a very short ISI (20–320 ms), and using a syl-
labic perception test. The dyslexic children exhibited a relative decrease in pho-
nological ability, verbal working memory, and complex syntax. On temporal
tests, all the children in the study made more mistakes when the ISI between
stimuli was shorter, and as the stimulus sequence became longer. Even though
the dyslexic children made more mistakes than the regular readers in general,
the difference was not statistically significant. No differences between groups
were found on the speech perception tasks either, so that this study did not sup-
port the existence of a temporal processing deficit among dyslexic children.

Another study, using a gap detection task (determining the existence of two
sounds with the space between them very short), did not find significant differ-
ences between disabled and regular readers in two age groups (fifth and sixth
graders and adults; Schulte-Korne, Demiel, Bartling, & Remschmidt, 1998).
The correlations between reading and spelling scores and task performance
were also negligible. The main purpose of this study was to examine the impor-
tance of a temporal processing deficit to reading and spelling. The study actually
expressed some reservations about the temporal processing deficit hypothesis in
dyslexia (Schulte-Korne et al., 1998).
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In sum, the temporal hypothesis is one of the most studied hypotheses in re-
cent years with regard to dyslexia; however, the findings are not conclusive.
There are conflicting results, and a decision has yet to be made regarding the ac-
curacy of the hypothesis and its actual connection to the more prominent pho-
nological hypothesis.

The “Perceptual Center” (P Center) Hypothesis

Another explanation proposing lower level perceptual deficits in dyslexia is the
“perceptual center,” or “P center,” hypothesis, which is related to the temporal
processing deficit hypothesis. One basic aspect of auditory temporal processing
that may yield the onset time segmentation of the syllable is perceptual center
(P center) processing. P centers are perceptual moments of occurrence, that is,
points in time at which discrete perceptual event are felt to occur (Morton,
Marcus, & Frankish, 1976). In audition, P centers pinpoint the time at which
an acoustic experience (produced or perceived, speech or nonspeech) is felt to
happen. This perceived moment of occurrence is not the same as the physical
onset of the event, and is the probable basis for the perceptual experience of reg-
ularity or rhythmic timing in sequences of sounds. P centers theoretically repre-
sent the moment of perceived and produced representations across any
modality with discrete events having a temporal extent (see Morton et al.,
1976). In speech, P centers are the perceptual basis of speech rhythm. The P
center of an auditory event is intrinsically linked to the timing and method of
production of that event. P centers are most likely computed by the “how”
stream of auditory processing, which passes through the temporo-parietal cor-
tex and the planum temporale and is responsible for encoding and storing sound
sequences and acting as a sensorimotor interface for mimicry (critical for lan-
guage acquisition; Wise et al., 2001). This area of the temporo-parietal junction
is also the one most usually indicated in neuroimaging studies of developmental
dyslexia (Eden & Zeffiro, 1998).

P centers in spoken syllables typically occur between 20 ms and 120 ms into
the syllable, depending on the speaker and the sound being made. For example,
the P center of a syllable with a long onset (e.g., /la/) will occur later than that of
a syllable with a short onset (e.g., /ba/). In acoustic terms, P centers are chiefly
determined by the rate of change of the amplitude envelope in lower frequency
regions (S. K. Scott, 1998). In the Marcus model of P center determination, P
centers are principally determined by the peak increment in mid band spectral
energy (corresponding to vowel onset in speech sounds). In the Scott model,
this is expressly defined as the onset characteristic of this increment. According
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to S. K. Scott’s (1998) model, P centers are not stored representations of
sounds, but a property of the online representation of perceived and produced
events. Again, this is interesting with respect to developmental dyslexia. Dys-
lexic children’s difficulties in phonological representation are most clearly in-
dexed by tasks requiring the online comparison or manipulation of spoken
words, often produced by unfamiliar speakers.

Goswami (2002) showed significant differences between dyslexic and nor-
mally reading children, and between young early readers and normal develop-
ers, in P center detection. Further data (Goswami, 2002) show that sensitivity
to P centers accounts for 25% of the variance in reading and spelling acquisition
even after controlling for individual differences in age, IQ, and vocabulary.
Goswami’s (2002) hypothesis is that the primary auditory processing deficit in
dyslexia is related to P center processing of speech and nonspeech sounds. Rise
time contributes to this perceptual primitive, and thus to other observed audi-
tory deficits (e.g., auditory stream segregation, backward masking; Helenius,
Uutela, & Hari, 1999; Talcott et al., 1999) that arise because the stimuli used in
these judgment tasks have P centers.

LINGUISTIC LEVEL PHONOLOGICAL PROCESSES

Phonological processing refers to the higher order cognitive abilities associated
with the awareness, perception, representation, analysis, and manipulation of
the sound structure of language, when processing oral and written information
(I. Y. Liberman & Shankweiler, 1991). This construct is typically tested using
measures of phonological awareness (rhyming, synthesis, and analysis), phono-
logical recoding in lexical access, phonetic recoding in working memory, and
rapid naming (Foorman, 1999; Helenius et al., 1999; Snowling, 1995; Wagner
& Torgesen, 1987). Many studies support the idea that reading impairment is
an outcome of deficits in the auditory-acoustic system at the phonological level
(as opposed to the deficits in lower level processes, discussed earlier). The brain
areas associated with this system are discussed in this section.

Current research in the neurosciences on phonological processes has shown
that the involvement of multiple cortical areas stretching from the frontal lobes
all the way back to the cerebellum. Phonology tasks mainly activate (a) the pri-
mary auditory and auditory association cortex; (b) temporal lobe regions, that
is, the superior temporal gyri, which includes Wernicke’s area (see Demb,
Poldrack, & Gabrieli, 1999, for review), the middle and inferior (basal) tempo-
ral regions (Brunswick et al., 1999; Rumsey et al., 1992; Shaywitz, 1998); (c) ar-
eas in the frontal lobe, that is, the frontal-opercular region that includes Broca’s
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area and some parts of the motor and premotor cortex (Demb et al., 1999); and
(d) the right hemisphere of the cerebellum (R. B. Scott et al., 2001). Some re-
searchers have found perisylvian activation, for example, in the supramarginal
gyrus (see Paulesu, Frith, Snowling, & Gallagher, 1996; Petersen, Fox, Posner,
Mintun, & Raichle, 1988; Rumsey et al., 1997a, 1997b, 1997c).

It is important to note that studies have also shown that the brain areas acti-
vated in phonological processing appear to vary as a result of different phono-
logical tasks (for review see Joseph, Noble, & Eden, 2001; Pugh, B. A. Shaywitz,
S. E. Shaywitz, & Shankweiler, 1997; Pugh et al., 2000, 2001). For example,
word-level and sentence-level linguistic information activates Wernicke’s area
(see Demb et al., 1999, for a review), whereas the planum temporale in the audi-
tory association cortex was found to be activated in phoneme detection tasks
(see Pugh et al., 1997, for a review). The anterior areas of the frontal lobe were
found to be activated when phonological judgment, such as syllable division
and rhyming decision, is required (see discussion in Posner & Raichle, 1995;
Rumsey, Nace et al., 1997; S. E. Shaywitz, 1998). Studies have also pointed to
activation in Broca’s area in a task that requires the phonological assembly of in-
dividual sounds (Demonet, Celsis, Nespoulous, & Viallard, 1992; Paulesu et
al., 1996; Price, Moore, & Frackowiak, 1994; Pugh et al., 1997; S. E. Shaywitz,
1998; Zatorre, Evans, Meyer, & Gjedde, 1992). Activation occurred in the
premotor cortex when the subjects were required to respond to a targeted sound
or to other manipulations of phonological information (Demb et al., 1999). In
frontal-opercular regions, the insula underneath the Sylvian fissure was found
to show activation when phonological processing involved more automatic,
rapid temporal changes (see discussion in Posner & Raichle, 1995; Rumsey,
Nace et al., 1997; S. E. Shaywitz, 1998).

Imaging studies have also pointed to activation in the cerebellum during a
phonological rhyme judgment task for words and for more difficult nonwords
(Fulbright et al., 1999). In this study, strong, bilateral activation was found in
the cerebellum for the phonological nonword rhyming task, specifically around
the posterior superior fissure and two large adjacent areas (simple module and
superior semilunar module). D. Klein (Klein, Milner, Zatorre, Meyer, & Evans,
1995) and Rumsey (Rumsey, Nace et al., 1997) also found right hemisphere
cerebellum activation in phonological generation and recognition tasks (for
more data on the cerebellum, see also Fiez, Petersen, Cheney, & Raichle, 1992;
Leggio, Silveri, Petrosini, & Molinari, 2000; Nicolson & Fawcett, 1999; R. B.
Scott et al., 2001).

In summary, the neurological structures necessary for auditory and phono-
logical processes activate extensive, multiple regions of the brain. It is con-
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ceivable that each area is activated in a different manner and rate, such that
reading and phonological processing require parallel-integration and syn-
chronization.

HIGHER LEVEL AUDITORY-PHONOLOGICAL
DEFICITS IN DYSLEXIA

The research into linguistic perceptual deficits among dyslexics is more abun-
dant and less controversial. There is greater agreement among investigators in
this field regarding the existence of a speech perception impairment in reading
disabled individuals. Speech perception is the complex interaction of processes
by which spoken language is interpreted (Schwab & Nusbaum, 1986). It is the
input process for phonological material, and a necessary first step in all auditory
verbal processing tasks (De Weirdt, 1988). The traditional view of speech per-
ception is that the listener receives a spoken word as a sequence of phonemes
that is retained in short-term memory until a match is located in the known vo-
cabulary, or lexicon. In this view of word recognition, sequence is important
(Robeck & Wallace, 1990).

Auditory perception of speech has become an important topic in the psy-
chology of reading. This has occurred, in part, because both reading and speech
comprehension access a common store of words. Different researchers have
shown the strong connection between reading activity (word recognition),
which constitutes the main difficulty in dyslexia, and understanding heard
speech. I. Y. Liberman and Shankweiler (1991) compared the reading process
to the speech comprehension process and described the points of similarity be-
tween them:

1. Both processes require the decoder to deconstruct words and recognize
those using simple linguistic cerebral processes.

2. The information received in the brain is characterized by sight (reading)
or sound (speech). However, the occurrences in the brain are not only au-
ditory or visual, but constitute a combination of different mechanisms for
decoding information.

Earlier in this chapter, evidence for deficits in the lower level perception of
speech sounds was presented. There has also been much research examining
higher level processing of meaningful speech.
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Many studies indicate the importance of early linguistic abilities in the devel-
opment of reading and spelling (e.g., Elbro, 1996; Wagner, Torgesen, & Rash-
otte, 1994), and especially the importance of early sensitivity to the phonologi-
cal structure of words (e.g., Landerl & Wimmer, 1994; Naslund & Schneider,
1996). The ability to perceive speech accurately is required in order to perform
tasks examining phonological awareness (Schulte-Korne et al., 1998). As
shown later, different studies have found speech perception deficits among dys-
lexics. However, there are also studies that contradict this finding (Cornelissen,
Hansen, Bradley, & Stein, 1996; Godfrey et al., 1981; Manis, McBride-Chang,
Seidenberg, & Keating, 1997; Mody et al., 1997). Studies of speech repetition
abilities have shown that poor readers perform more poorly on repetitions of
monosyllabic and multisyllabic nonsense words and real words (Brady, Shank-
weiler, & Mann, 1983; Kamhi & Catts, 1986; Kamhi, Catts, Mauer, Apel, &
Gentry, 1988; Kamhi et al., 1990; Snowling, Goulandris, Bowlby, & Howell,
1986; Wolff et al., 1990). However, whether speech repetition is a clean meas-
ure of perceptual ability has been debated.

Research examining categorical perception of meaningful speech stimuli has
also been carried out. Brady et al. (1983), for instance, employed a degradation
paradigm in which meaningful words with either a high or low frequency of oc-
currence were degraded by noise masking. When these stimuli were masked by
amplitude-matched noise, poor readers performed considerably worse. ISI vari-
ation also appears to affect discrimination of words. A study by Shapiro et al.
(1990) examined the effects of varing ISI on word recognition. In this study,
one- and two-syllable words of varying lengths were displayed at short, inter-
mediate, and long durations. Although eye movement patterns were similar
in both dyslexics and controls, dyslexic children performed more poorly than
controls when reading two-syllable words displayed for a duration long
enough to enable two eye fixations (300 ms). Dyslexics did not differ from
controls when reading short words requiring one fixation, and long words
when display time was insufficient to make a second fixation. The authors sug-
gested that these results may be indicative of a temporal processing deficit (as
supported by studies of lower level temporal processing) that may involve ei-
ther impaired sequential processing ability, or overuse of a simultaneous proc-
essing strategy.

Some researchers have questions regarding the contribution of the articu-
latory system to the dyslexia phenomenon. For instance, Vellutino and Scanlon
(1989) claimed that the source of a specific deficit in reading is related to the
ability to encode speech. According to them, in order to acquire reading, one
must correctly encode information from the auditory channel. They also indi-
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cated that the nature of dyslexics’ failure is at the linguistic level, and not in the
auditory system itself.

Another hypothesis has recently been suggested, according to which dys-
lexia is caused by a failure to spontaneously use articulation movements (speech
expressions) in order to change graphemes to phonemes. This failure creates a
phonological awareness deficit. The mechanism considered most vulnerable
according to this hypothesis is the motor-articulatory feedback mechanism
(Heilman, Voeller, & Alexander, 1996). The hypothesis is based on cases of an
acquired disorder of the grapheme–phoneme connection as a result of damage
to the anterior perisylvian area in the brain. In addition, it is known from behav-
ioral studies that dyslexics have difficulty articulating long words (T. R. Miles,
1974) and repeating them (Apthorp, 1995; Brady, Poggie, & Rappala, 1989;
Catts, 1986, 1989), but not with short words (P. Liberman et al., 1985). Their
difficulty in repeating pseudowords is also significant (Stone & Brady, 1995) as
is the connection between the rest and lexical knowledge (vocabulary) (Ga-
thercole & Baddeley, 1989, 1990).

CONCLUSIONS

Both the visual and auditory modalities and the orthographic and phonologi-
cal systems contribute significantly to the quality of reading. As described in
chapters 7 and 8, each of these modalities has a different biological structure
and a different location in the brain. Moreover, the manner in which each
route processes information is different. The reading process requires an exact
matching between sounds and symbols, that is, between the graphemes com-
ing from the visual system and the phonemes coming from the auditory sys-
tem. This, in turn, requires a high degree of synchronization between the
systems. Speed of processing is one crucial component of synchronization.
The next chapters present evidence from our own research projects regarding
speed of processing information within and between the visual-orthographic
and auditory-phonological systems and at different stages of information-
processing activation.
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As indicated in the preceding chapters, no comprehensive study has thus far
systematically evaluated processing speed in the visual and auditory modalities
of the brain, despite the fact that these modalities are crucial for the onset of
word reading processes. Moreover, the literature has not yet provided conclu-
sive answers about whether speed of processing (SOP) in these two modalities is
related to effective word reading, and whether and to what extent SOP in these
modalities varies between dyslexic and regular readers. In addition, the degree
to which and the level of complexity at which nonlinguistic and linguistic SOP
relates to efficient word reading have yet to be examined comprehensively. We
therefore designed a research plan to address these issues. The aim of the re-
search projects was to verify the contribution of SOP in the visual and auditory
modalities to effective word reading in regular and dyslexic readers.

THE STUDY

The research was carried out in two stages:

1. Behavioral Measures Project: Experiments incorporating behavioral
measures only.

2. ERP Measures Project: Experiments utilizing both behavioral and ERP
measures (see chap. 10).

9

Speed of Processing
of Visual and

Auditory Modalities:
Research Evidence
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This chapter discusses the various studies into the behavioral measures project
while data obtained in the ERP measures project are described in chapter 10.
Speed of processing of the modalities at different levels of activity was examined
in the following ways:

1. Investigating regular and dyslexic readers (a within and between subjects
design).

2. Controlling and manipulating the experimental tasks from lower level to
higher level for both nonlinguistic and linguistic processing, as well as incorpo-
rating stimuli at various levels of complexity. At the lower level, tasks included
distinguishing between nonlinguistic visual (flashes) and auditory (beeps) stim-
uli, and distinguishing between linguistic visual (graphemes) and auditory
(phonemes) stimuli. At the higher level, subjects were asked to process ortho-
graphic and phonological information at the word level (lexical decision and
rhyming paradigms).

3. Controlling and manipulating the presentation time of the stimuli ac-
cording to each experimental design based on pretests.

4. Using behavioral (reaction time, RT, and accuracy, AC) measures and
electrophysiological (ERP) measures. Incorporating reaction time, accuracy,
and ERP measures allowed us to track information-processing activation at var-
ious stages of processing (see chap. 10 for more details).

Subjects

One hundred students participated in the study, including 50 dyslexic and 50
age-matched regular readers. Ages ranged from 19 to 27 years (x = 24.3 years,
SD = 1.2), with 12 females and 38 males in each group. All participants were
right-handed native Hebrew speakers and were undergraduate students at the
University of Haifa. They all volunteered for the experiment and were paid for
their participation. The dyslexics were recruited from the university’s Student
Support Center for Learning Disabilities. Their reading score was at least one
standard deviation below the normal reading achievement score. All were
found eligible for receiving learning adjustments. The control group consisted
of regular readers who were recruited for the experiment via advertisements
and were matched to the dyslexics on SAT scores, gender, and faculty of study.

Several considerations lie behind the decision to use adults, specifically
young adult, high functioning (compensated) dyslexic individuals enrolled for
university studies, as the target population for this project. To begin with, the
reading deficits of university-attending dyslexics are presumably not due to in-
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sufficient reading experience, insufficient exposure to print or a developmental
lag. In addition, despite the small number of studies on adult dyslexics, there is
clear evidence that individuals diagnosed in childhood as dyslexics remain af-
fected by this condition for their entire life (Lefly & Pennington, 1991) even
when well “compensated.” It is conceivable that most of the reading skills that
should have been developed due to print exposure and teaching during school
years have already been accomplished, and it can be assumed that the deficits
that adult dyslexic readers possess are unaffected by years of print exposure and
are strongly related to the core deficits of dyslexia.

Baseline Measures

Validation of the subjects’ classification was achieved through a battery of be-
havioral tests (see Table 9.1).

Measures

I. Behavioral baseline measures.
1) General Ability: IQ was assessed using the Raven Standard Progressive

Matrices (Raven, 1960).
2) Reading Ability: Several tests were used to obtain estimates of reading

accuracy, reading time, and comprehension. The first set of tests provided
measures of decoding accuracy for real words and pseudowords. The second set
assessed reading time in context and evaluated reading comprehension:

a. Decoding skills: One Minute Tests (Shatil, 1997). This battery included
two subtests in which subjects were asked to read lists as quickly and accurately
as possible within the space of 1 minute. The first list contained 100 real words
arranged in order of increasing length (one to five syllables) and decreasing fre-
quency, and the second test was comprised of a list of 100 pseudowords ar-
ranged in order of increasing length (one to five syllables). Scores were based on
the number of words/pseudowords read correctly. In order to obtain a compre-
hensive decoding score, Z scores were first calculated for each of the tests (i.e.,
words and pseudowords) and then combined to give a total Z score for decoding
performance.

b. Reading comprehension, accuracy, and speed in context: The reading per-
formance for text was measured using two texts from the reading test section of
the Israeli Psychometric SAT (Center for Psychometric Tests, 1994). Each text
contained a short story comprised of 17 sentences (257 words each), which ap-
peared in its entirety on the computer screen. The subject pressed a button
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upon beginning to read the story and again upon conclusion. The computer
measured reading time for each passage. When the subject had completed read-
ing, the text was automatically erased from the screen and the first of six multi-
ple-choice questions appeared. The subject selected an answer by pressing a
number on the keyboard (1–4) corresponding to the answer chosen. Once each
question was answered a new one appeared on the screen until all six had been
completed. One story was read orally and the other silently. The experimenter
recorded decoding errors during oral reading in order to obtain a measure of ac-
curacy. Comprehension scores were based on the total number of correct an-
swers across the two texts. Reading time scores were determined on the basis of
the mean reading time across the texts.

3) Word Recognition Skills:
a. Phonology: Two measures of phonological ability were used.
1. Phoneme Recognition Test for Words and Pseudowords (Ben-Dror &

Shani, 1997).
2. Deletion, Omission, and Rhyming (DORT) Test (Shatil, 2001c). Scores

were based on the total number of accurate responses and test performance
time of the two tests.

b. Orthography:
1. Parsing Test (Breznitz, 1997c). This test contained 50 rows of 4 words

each. The words were presented as a continuous line of print (i.e., were not sep-
arated by blank spaces). The subject was asked to identify the words in each row
by drawing a line to indicate where the spaces should be. Scores were based on
performance accuracy and total test performance time.

2. Dictation (Shatil, 2001a).
4) Short-Term (STM) and Working Memory (WM):
a. Digit Span subtest (WAIS, 1976).
b. Beads Memory subtest (Stanford-Binet, 1986).
c. Working Memory—Opposites (Shani & Ben-Dror, 1998): This test was

comprised of a series of adjectives of approximately the same size, each of which
has an opposite (e.g., tall/short, big/small, black/white). The adjective series ap-
peared in sets of two, and were presented in order of increasing length. The
number of adjectives in each series of each set ranged successively from two to
eight adjectives. Each series of adjectives was read aloud by the examiner, one
at a time. When the examiner had completed the series, the subject was re-
quired to respond with the opposite of each adjective in the series, in the order
in which the adjectives occurred (e.g., the response to “tall–big–black” would
be “short–small–white”). The examiner continued until the subject failed two
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consecutive adjective sequences within the same set. The test was not time lim-
ited, and scores were based on the number of correct responses.

d. Working Memory—Completion (Shani & Ben-Dror, 1998): This test was
comprised of a set of sentences in which the final word was missing. In this test,
the examiner read each sentence aloud, and the subject completed the missing
word in the sentence. At the end of all of the sentences in a particular set, the
subject was asked to recall the completed words in the order in which they ap-
peared. Each set contained two series of sentences. The number of sentences in
each series ranged, in ascending order, from two to five. The examiner contin-
ued until the subject failed two consecutive series in the same set. The test was
not time limited, and scores were based on the number of correct responses.

5) Timing Measures:
a. Rate of retrieval from long-term memory: Word Fluency Test (Breznitz,

1996; designed on the basis of Lezak, 1993). This test assessed the ability to re-
trieve words from long-term memory according to a specified criterion. Subjects
were required to make three separate lists of words. In the first test, subjects
listed words beginning with the letter “resh” (r), and in the second words begin-
ning with the letter “shin” (sh) were listed. In the third test, the subject made a
list of groceries. One minute was given for each word list. A total fluency score
was derived from the sum of words recalled in each of the three separate lists.

b. Rate of processing: WAIS–III Speed of processing factor (comprised out
of Digit Symbol and Symbol Search subtests; Wechsler, 1994)

1. Digit Symbol: The subject copies symbols that are paired with numbers.
Using a key, the subject draws each symbol under its corresponding number.

2. Symbol Search: The subject visually scans two groups of symbols: a target
group (two symbols) and a search group (five symbols) and indicates whether ei-
ther of the target symbols appears in the search group.

c. Naming tests: Comprised of rapid automatized naming (RAN) tests each
containing 50 stimuli from four single categories (after Denckla & Rudel,
1976b; Wolf et al., 1986).

1. Letters: 5 letters (print):
2. Digits: 5 digits: 2, 7, 9, 5, 4
3. Colors: 5 colors: blue, yellow, red, green, black
4. Objects: 5 objects: chair, shoe, star, watch, and flower
The naming subtests were given in the traditional RAN form in which the

stimuli are arranged randomly in a 10  × 5 matrix.
The subject was required to name the stimuli in each subtest as quickly and

accurately as possible. Speed and accuracy for each subtest were measured.

SPEED OF PROCESSING 155

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



Table 9.1 shows the means and standard deviations of the (one way analysis
of variance) (ANOVA) analyses performed on each of the baseline measures in
an attempt to verify group differences. As indicated, no between group differ-
ences were found for the general ability or oral and silent reading comprehen-
sion scores. On all the other measures, the dyslexics were slower and less accu-
rate than the regular readers.

BEHAVIORAL MEASURES PROJECT—INTRODUCTION

Behavioral Experimental Tasks

This project only employed behavioral measures, including choice reaction
time (RT), controlled reaction time, and accuracy (AC), during visual and au-
ditory information processing. Each experiment started with a choice RT para-
digm. In the visual presentation tasks, the stimulus remained on the computer
screen until the subjects made their decision (self-paced RT). In the auditory
experiments, the presentation time was based on the length that it took to pro-
duce the sound of the stimulus. RT was based on the subjects’ self-paced RT
(see also Breznitz & Meyler, 2003). In the controlled reaction time, the presen-
tation time of the stimuli were manipulated according to the experimental re-
quirements. The manipulation of the presentation time of the stimuli was based
on the distribution of self-paced reaction times of all accurate responses across
all subjects. The fastest presentation rate in each experiment was based on the
average of the 10% fastest RT achieved and the slowest one on the mean of all
subjects RT.

In an attempt to measure SOP in the visual and auditory modalities across
the various experiments, stimuli complexity was controlled and manipulated.
The battery of tasks tested nonlinguistic and linguistic stimuli processing. The
linguistic level consisted of two ranks of complexity, a lower level involving let-
ter and syllable processing, and a higher level that tested processing of words
and pseudowords. In all the experiments, the subjects were asked to press the
joystick buttons as fast as possible after the disappearance of each stimulus from
the computer screen, and according to the specific instructions for each task.
Before each experiment began, the subject had a short practice session consist-
ing of five stimuli for each category appearing in the experiment. The two
groups were compared on reaction time and accuracy for each task. The mean
reaction time (see Tables 9.2, 9.3, and 9.4) for each subject in each experiment
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was based on scores obtained by deducting stimulus presentation time from the
subject’s total reaction time.

THE TASKS

Visual Modality

Lower Level

Visual and Motor Reaction Time. The purpose of the experiment was to
determine the minimal time required by the subject to respond to the presence
of a simple visual stimulus. Subjects were requested to respond as quickly as pos-
sible to a square that appeared in the center of the screen for 30 ms. The experi-
ment contained 80 stimuli. In an attempt to eliminate the possibility of habitua-
tion, there were random intervals of 800 ms, 1,000 ms, 1,200 ms or 1, 500 ms
between stimuli.

Thus, the mean for simple motor RT across the ISIs was about 56 ms longer
for the dyslexics than for the regular readers (Fig. 9.1). There is no indication at
this point concerning whether the dyslexic readers’ relative slowness is a result
of slow motor RT, and/or less attention to the task, and/or slowness in perceiv-
ing that there is a stimulus on the computer screen. However, data showed that
dyslexics are slower than regular readers in RT to visual stimuli that do not re-
quire any processing but must be identified on the computer screen.

Single Stimuli Presentation in the Visual Modality. Two experiments
were performed using the same time presentations. One experiment used
nonlinguistic stimuli and the other linguistic stimuli (letters and syllables).

1. Identification of Single Nonlinguistic Stimuli: The purpose of the experi-
ment was to determine the time required by the subject to identify the direction
of nonlinguistic visual stimuli. Each subject was requested to recognize the di-
rection of stimulus lines that appeared on the computer screen. The stimuli
were composed of two types of elements, each consisting of three lines. One ele-
ment contained one long line appearing on its right side, and the other con-
tained a long line appearing on its left side. The two stimulus types were divided
into an equal number. The subject was required to press one of two joystick keys
as quickly as possible, in accordance with the direction of the long line, one key
for the right and the other for the left. A total of 160 stimuli were presented ran-
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domly on the computer screen at 40 ms, 60 ms, 100 ms, and 200 ms. There were
20 stimuli types in each presentation, with a total of 40 stimuli at each rate. See
results in Fig. 9.2 for accuracy and Fig. 9.3 for reaction time.

2. Identification of Single Letters: The purpose of the experiment was to de-
termine the time required by the subject to perceive a visual linguistic stimulus.
Each subject was asked to recognize which of two similar shape letters (� and�)

SPEED OF PROCESSING 159

TABLE 9.3
Reaction Times for Auditory Stimuli

Stimuli

Dyslexics Controls

M SD M SD F Sig.

Motoric reaction time 267.24 66.09 244.79 39.87 3.91 .05
Auditory RT for correct responses

to beep sounds 491.93 189.27 363.23 95.46 5.75 .02
Auditory correct responses for beep

sounds 49.28 6.85 55.78 2.33 5.01 .03
Letter sound RT for correct responses 436.13 109.93 250.80 62.76 12.33 .002
Letter sound correct responses 47.64 6.78 57.62 4.76 3.96 .05
Syllables discrimination RT for

correct responses 725.65 112.80 633.78 69.76 4.79 .03
Syllables discrimination correct 42.43 5.98 51.25 2.99 5.32 .04
Lex auditory words RT 993.49 114.49 655.69 114.21 5.10 .01
Lex auditory words accuracy 56.07 2.55 59.23 1.66 .02 ns
Lex auditory pseudowords 1115.50 119.00 1006.20 64.17 4.95 .03
Lex auditory pseudowords 54.09 1.02 56.11 1.05 .66 ns

TABLE 9.4
Orthographic and Phonological Identification

Stimuli

Dyslexics Controls

M SD M SD F Sig.

Pairs of words written the same, RT 1461.32 603.21 1110.00 109.11 7.74 .001
Pairs of words written differently, RT 1268.33 439.42 966.02 129.91 8.67 .006
Pairs of words written the same, AC 52.09 .48 53.12 .23 1.77 ns
Pairs of words written differently, AC 46.11 .41 47.00 .23 2.03 ns
Pairs of words sound the same, RT 1233.30 186.01 1002.09 171.42 4.52 .04
Pairs of words sound different, RT 1288.16 234.87 1189.78 101.22 3.62 .06
Pairs of words sound the same, AC 47.58 17.44 58.40 15.45 3.95 .05
Pairs of words sound different, AC 48.94 17.34 60.00 13.55 4.40 .04
Pseudoword sound like real word, RT 1713.61 345.80 1208.227 190.87 22.30 .001
Pseudoword not sound like real word, RT 1880.09 416.32 1261.09 188.92 14.03 .001
Pseudoword sound like real word, AC 46.33 3.22 54.11 3.08 5.32 .02
Pseudoword not sound like real word, AC 47.56 4.88 57.01 2.98 7.08 .01D
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FIG. 9.1. Simple visual reaction time.

FIG. 9.2. Nonlinguistic visual identification accuracy.

FIG. 9.3. Nonlinguistic visual identification RT.
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appeared (one letter at a time) on screen. The letters appeared for 40 ms, 60 ms,
100 ms, or 200 ms with 40 stimuli (20 of each letter) in each presentation ses-
sion, equaling a total of 160 stimuli. The subject was required to press one of two
keys as quickly as possible in accordance with the letter that appeared on
screen. See results in Figs. 9.4 for accuracy and 9.5 for reaction time.

3. Identification of Syllables: The purpose of the experiment was to deter-
mine the time required by the subject to perceive a more complicated visual lin-
guistic stimulus. Each subject was asked to recognize which of two syllables (HK
�� and RK ��) appeared (one syllable at a time) on screen. The syllables ap-
peared randomly for 80 ms, 100 ms, 200 ms, or 400 ms with 40 stimuli (20 of
each syllable) in each presentation session, equaling a total of 160 stimuli. The
subject was required to press one of two keys as quickly as possible in accordance
with the letter that appeared on screen. See results of reaction time in Fig. 9.6.
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FIG. 9.4. Visual letter identification accuracy.

FIG. 9.5. Visual letter identification RT.
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Higher Level

Lexical Decision—Single Presentation. The purpose of the experiment
was to examine the speed at which the subject distinguished between words and
pseudowords (four letters each). Each subject was asked to differentiate be-
tween a real word and a pseudoword, which appeared randomly in the center of
a computer screen one by one at three different presentation rates: 100 ms, 300
ms, and 500 ms. There were a total of 180 stimuli—90 words and 90 pseudo-
words with 60 stimuli in each presentation rate—30 words and 30 pseudo-
words. The type of stimuli and the presentation rate were randomly presented
to the subjects on the computer screen. The subject was requested to decide as
quickly as possible whether the stimulus was a word or a pseudoword and to re-
spond by pressing the appropriate joystick button. Each response erased the
stimulus from the computer screen and triggered the appearance of the next
stimulus. See results for accuracy in Fig. 9.7 and for reaction time in Fig. 9.8.

Auditory Modality

Lower Level

Auditory Simple Motor Reaction Time. The purpose of the experiment
was to determine the minimal time required by the subject to respond to the
presence of a simple auditory stimulus. Each subject was requested to respond as
quickly as possible to a sound played at 1,000 Hz. The experiment contained 80
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FIG. 9.6. Visual syllable identification RT.
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stimuli. In an attempt to eliminate the possibility of habituation, there were ran-
dom intervals of 800 ms, 1,000 ms, 1,200 ms, or 1,500 ms between stimuli.

As seen in Fig. 9.9, the mean for simple motor RT across the ISI’s interval
was about 23 ms longer for the dyslexics than for the regular readers. There is no
indication at this point concerning whether the dyslexic readers’ relative slow-
ness is a result of slow motor RT, and/or less attention to the task, and/or slow-
ness in perceiving the auditory stimulus. However, the data showed that dyslex-
ics are slower than regular readers in RT to auditory stimuli that do not require
any processing just recognition of the tone.
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FIG. 9.7. Visual lexical accuracy decision for words and pseudowords at dif-
ferent presentation times.

FIG. 9.8. Visual lexical RT decision for words and pseudowords at different
presentation times.

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



Single Stimuli Presentation in the Auditory Modality. Two experiments
were performed using the same time presentations. One experiment used non-
linguistic stimuli, and the other used linguistic stimuli.

1. Identification of Single Nonlinguistic Sounds: The purpose of the experi-
ment was to determine the minimal time required by the subject to perceive an
auditory nonlinguistic stimulus. Subjects were asked to recognize which of the
two nonlinguistic stimuli they heard. The stimuli were a 1,000-Hz sound and a
2,000-Hz sound. There were a total of 60 stimuli, 30 in each category randomly
presented to the subjects. The subjects were required to press one of two keys as
quickly as possible, in accordance with the sound that appeared via the head-
phone. The subject’s RT controlled the appearance and disappearance of the
stimuli.

2. Identification of Single Letters/Phonemes: The purpose of the experi-
ment was to determine the minimal time required by the subject to discriminate
between two auditory linguistic phoneme sounds. Subjects were asked to recog-
nize which of two phonemes sounds they heard. The phoneme sounds were �

and . A total of 60 phonemes were played, 30 in each category randomly pre-
sented to the subjects. The subject was required to press one of two keys as
quickly as possible in accordance with the phoneme heard. The subject’s RT
controlled the appearance and disappearance of the stimuli.

3. Identification of Syllables: The purpose of the experiment was to deter-
mine the time required by the subject to perceive a more complicated auditory
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FIG. 9.9. Simple auditory reaction time.

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



linguistic stimulus. Each subject was asked to identify which of two syllables
(HK �� and �� ) were presented via head phones (one syllable at a time).
There where 60 syllables, 30 of each type presented at random to the subjects.
The subject was required to press one of two keys as quickly as possible in accor-
dance with the syllable presented via the head phones.

Higher Level

Lexical Decision—Single Presentation. The purpose of this experiment
was to examine the speed at which the subject makes a decision regarding the
sound of a single word. Each subject was asked to press one joystick button for
real words and the other for pseudowords. There was a 1,200 ms interval be-
tween stimuli. The experiment contained 30 real words and 30 pseudowords,
for a total of 60 stimuli. The subject was requested to respond as quickly as possi-
ble. See results for accuracy in Fig. 9.10 and for reaction time in Fig. 9.11.

ORTHOGRAPHIC-PHONOLOGICAL TRANSFORMATION

Phonological-Orthographic Translation

The purpose of the experiment was to determine the speed at which the subject
performs phonological-orthographic translation. Each subject was required to
judge whether or not two words that were presented via headphones were
spelled the same way (orthographically identical). The experiment included a
total of 120 stimuli: 45 orthographically identical words (such as ) and
75 orthographically different words. The latter included 25 orthographically
different words (such as ), 25 words that were different with respect to
their first syllable only ( - ) and 25 words that were different with re-
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FIG. 9.10. Auditory identification accuracy.
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spect to their last syllable only ( ). Each response erased the stimu-
lus and triggered the appearance of the next stimulus.

Results. Two 2 × 2 RM-Manovas were conducted, Group (Dyslexics ×
Controls) × Task (Same × Different), one for accuracy and one for RT. Data
indicated a main effect of group for accuracy, F(4, 96) = 6.11, p < .03. The dys-
lexics were less accurate than the controls on both tasks. Results also showed a
main effect of group for RT, F(4, 96) = 8.36, p < .001. The dyslexics were
slower than the controls. A main effect of task was also found, F(2, 96) = 4.12, p
< .05. For both groups, identification of same pairs was longer. A Group ×
Task interaction was also found, F(4, 96) = 7.01, p < .01. The difference in RT
between the same and different pairs was larger in the dyslexic group.

Phonological Visual Decision for Word Pairs

The purpose of this experiment was to determine the speed at which the subject
phonologically decodes real words. Each subject was required to judge whether
or not two words that appeared sequentially on the computer screen sounded
alike. The experiment included 60 pairs that sounded alike (e.g., )
and 60 words that did not sound alike (e.g., ), for a total of 120
words. The pairs appeared on the computer screen for 400 ms.

Results. Two 2 × 2 RM-Manovas were conducted, Group (Dyslexics ×
Controls) × Task (Same × Different), one for accuracy and one for RT. Data
indicated a main effect of group for accuracy, F(4, 96) = 5.62, p < .02. The dys-
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FIG. 9.11. Auditory accurate identification RT.
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lexics were less accurate than the controls. Results also indicated a main effect
of group for RT, F(4, 96) = 5.91, p < .01. The dyslexics were slower than the
controls. A main effect of task was also found, F(2, 96) = 4.12, p < .05. For both
groups, identification of sound-alike pairs was longer. A Group x Task interac-
tion was also found, F(4, 96) = 6.55, p < .001. The difference in RT between
sound-alike and sound-different pairs was larger in the dyslexic group.

Phonological Visual Decision Tasks for Pseudowords

The purpose of this experiment was to determine the speed at which the subject
makes a decision regarding the phonological accuracy of a pseudoword. Each
subject was required to decide if the pseudoword presented on the computer
screen did or did not sound like a real word. For example, is a pseudoword
that sounds like a real word, whereas is a pseudoword that does not sound
like a real word. Sixty pseudowords that sounded like real words, and 60
pseudowords that did not sound like real words were presented, for a total of 120
pseudowords. The words were presented on the computer screen for 100 ms.
The subjects were requested to make a decision regarding the stimulus as soon
as possible, and respond accordingly by pressing a button.

Results. Two 2 × 2 RM-Manovas were conducted, Group (Dyslexics ×
Controls) × Task (Same × Different), one for accuracy and one for RT. Data
indicated a main effect of group for accuracy, F(4, 96) = 9.12, p < .001. The
dyslexics were less accurate than the controls. Results also showed a main effect
of group for RT, F(4, 96) = 11.17, p < .001. The dyslexics were slower than the
controls. A main effect of task was also found, F(2, 96) = 5.43, p < .02. For both
groups, identification of sound-alike words was longer. A Group × Task inter-
action was also found, F(4, 96) = 7.08, p < .001. The difference in RT between
sound-alike and sound-different words was larger in the dyslexic group.

DISCUSSION AND INTEGRATION OF FINDINGS

The results presented in this chapter provide systematic evidence concerning
SOP of the modalities and the systems that are activated in reading among dys-
lexics as compared to age-matched controls. Accuracy differences between the
groups were varied according to the experimental tasks. In several experiments,
accuracy reached a ceiling effect. In others, the between group differences in
performance accuracy ranged between 2 and 10 responses. Significant group
differences were found mainly in RT measures. Despite the fact that the dyslex-
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ics were all university students, their reaction time in most experimental tasks
was significantly slower than that of the control group. This slowness was ob-
served even in two simple experiments where the requirement was only to re-
spond motorically to visual and to auditory signals. The slow RT of the dyslexics
was maintained across all experiments.

In the adult groups, in most tasks, processing information in the visual mo-
dality was longer than in the auditory modality, both for regular and for dyslexic
readers. As the human mind tends to think in words, it is conceivable that vi-
sual processing also includes some form of spontaneous (nonconscious) verbal
(acoustic) processing, which increases the duration of the visual process. In
contrast, auditory-acoustic stimuli are directly presented into the auditory sys-
tem and remain within this system alone, thereby shortening the duration of the
process. Normal information processing appears to imply a longer visual than
auditory processing time; a pattern that was observed in the regular readers
group. However, this conclusion has to be taken with caution, because the two
modalities are biologically different and process information differently. Among
regular and dyslexic adults, the direction of RT pattern seems to be similar: Vi-
sual information at any level requires more time to be processed than auditory
information. However, the differences in reaction time between the dyslexics
and the controls were wider in the visual experiments. It is plausible that the vi-
sual process incorporates the perception and the identification of the visual pat-
terns as well as the discrimination of its acoustic-phonological matching. Be-
cause even among adult dyslexics there is no automaticity in the linguistic
processing, the perceived written symbol is activated via the visual and the au-
ditory routes in parallel. This is what lengthens the processing time for dyslex-
ics. In contrast, for the control group the processes are automatic and the per-
formance time is concomitantly shorter. It is important to note that both groups
displayed a ceiling effect in most experiments. At the same time, processing
time was always significantly longer among dyslexics

The reverse applies in the case of regular and dyslexic young readers (see
Breznitz, 2000). The SOP pattern of the young good readers was similar to that of
adults, but among the young dyslexic readers processing auditory information
took a longer time than processing visual information. It is conceivable that, over
the years, some dyslexics learn to speed up the auditory processing such that it be-
comes faster than the visual one, as a way of compensating for their deficiencies.
SOP in the two modalities remained slower in dyslexics than in controls, and the
gap between both groups increased with the complexity of the experimental task.
Moreover, the within group variances in RT indicated a wider range in between
task RT among dyslexics. RT in identifying letters, syllables, words, or pseudo-
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words ranged from 700 ms to 760 ms among controls and from about 900 ms to
1,400 ms among dyslexics. It is conceivable that this wider range of SOP is a result
of instability of the linguistic pattern in their mental lexicon.

The fact that increasing task complexity results in longer RT can be seen in
the orthographic-phonological transformation tasks. Although the SOP of the
dyslexics continued to be significantly slower than that of the controls, RT la-
tencies of both groups increased when compared to the visual and the auditory
single modality tasks. In the orthographic-phonological transformation tasks,
the tasks involve processing information not only at the level of the stimuli (let-
ters, syllables, or words), but rather the involvement of the two word recogni-
tion systems (i.e., the orthographic and phonological systems). This put a pro-
found load on SOP of the information not only among the dyslexics but also
among the good readers. However, in all the experiments presented earlier,
SOP was measured only by RT at the output stage and the central question is at
what stage of the information processing does this slowness in output perfor-
mance originate? This is tackled in the coming chapters.

Additional interesting findings emerging from our experiments when using
visual stimuli were related to the manipulation of the stimuli presentation
times. It was observed that a short presentation time of the stimuli, about 40 ms,
increased the RT and reduced accuracy of both groups of readers in each experi-
ment. This time of stimuli presentation seems to be too fast for both groups to
process information accurately.

The comfortable presentation time range for the good readers group, where
accuracy increased and RT decreased, was on average around 80 ms. Interest-
ingly, at presentation time above this level, no changes were observed in the RT
and accuracy. Moreover, these results hold across all experiments, regardless of
the difficulty of the task.

The dyslexic group displayed similarly interesting results. In their case, a pre-
sentation time of about 100 ms, regardless of the task demands and difficulties,
was optimal for their performance in terms of RT and accuracy. These findings
hold whether the stimuli were letters, syllables, or words and pseudowords.
However, below and above this presentation time, RT increased and accuracy
decreased among dyslexics. This suggests that although a presentation rate be-
low 100 ms may be too fast for the dyslexics to process the information, a presen-
tation time of above 100 ms may open a “window for distractibility and inatten-
tiveness.” The issue of the effectiveness of manipulating the presentation time
of linguistic stimuli on the performance of dyslexics is discussed in chapter 12.
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The main conception on which this book is based is that speed of processing in
the modalities and systems activated during reading is crucial for effective read-
ing fluency. This chapter presents data from our research project, which was de-
signed to investigate the speed at which regular and dyslexic readers process
information in the modalities and systems that are activated during reading.
In all these experiments, only behavioral measures (reaction time, RT, and ac-
curacy, AC) were used. However, as a cognitive activity, reading is based on in-
formation-processing mechanisms and requires highly complex information-
processing skills. As such, this cognitive activity varies along the different stages
of the information-processing system. During the input stage, attention, per-
ception, and discrimination of alphabetic symbols in the visual and acoustic
modalities are required. In the processing stage, activation of these symbols in
short-term memory (STM) and working memory (WM) is required, as are in-
terpretations and retrieval of the alphabetic representations from long-term
memory (LTM ) and the mental lexicon (ML). At this stage, the orthographic,
phonological, and semantic systems are activated. During the output stage,
reading requires activation of various motor systems. This process ends with the
reader’s responses.

When behavioral measures are used in reading research, information about
this entire sequence of cognitive activity is provided only at the conclusion of
processing, in the reader’s output. This stage only arrives after the completion of
sensory, cognitive, and motor processes (Bentin, 1989). As such, behavioral
measures cannot specify all the covert component operations that contribute to
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reading, nor can they determine the relative processing times required by the
individual stages. Furthermore, they cannot determine which processes occur
serially, which occur in parallel, and which overlap in time (Brandeis &
Lehmann, 1994; Johnson, 1995). This makes it difficult to determine, on the
basis of behavioral measures alone, the extent to which dysfunction or slowness
at any particular stage of processing contributes to reading deficits.

In recent years, a new methodology has been put to use in reading research.
This methodology is based on electrophysiological parameters utilizing electro-
encephalogram (EEG) data. EEG methods used to assess online processing of
cognitive activity focus on the measurement of event-related potentials
(ERPs). This method permits direct observation of information processing at
different levels of analysis, and can provide crucial information by means of
real-time imaging of the neural system’s responses to sensory stimulation
(Bentin, 1989). Thus, it enables us to trace online the speed at which informa-
tion is processed during the various cognitive stages of the reading activity.
ERPs are extracted from EEG data by averaging brain responses during a num-
ber of equivalent trials in a given experiment. ERPs consist of various discrete
components, or brain waves, that can be related to different stages of informa-
tion processing in terms of amplitude and/or latency variations. The compo-
nents are usually designated by their polarity (P—positive, N—negative) and
by the latency of their maximal amplitudes in milliseconds. Areas of brain spe-
cialization can be identified by observing variations of amplitude and latency in
ERP components across different scalp locations (see Halgren, 1990). ERP
components reflect the time course of sensory and cognitive processes with mil-
lisecond resolution that cannot be directly inferred from behavior. Neverthe-
less, the data obtained from behavioral and electrophysiological measures are
complementary, as each provides information about the same cognitive activ-
ity. Several ERP components have been identified, which according to the liter-
ature characterize certain types of brain activity during cognitive processing in
general and the reading activity in particular (Regan, 1989):

1. P100-N100 is assumed to represent an exogenic response, or sensory ac-
tivity, elicited by a stimulus (Johnstone, Barry, J. W. Anderson, & Coyle, 1996;
Tonnquist-Uhlen, 1996).

2. P200 is thought to index mechanisms of feature detection (e.g., Luck &
Hillyard, 1994), selective attention (e.g., Hackley, Woldorff & Hillyard, 1990),
and other early sensory stages of item encoding (B. R. Dunn, D. A. Dunn,
Languis, & Andrews, 1998). P200 is not merely an exogenous component, but
may also be related to endogenous or cognitive processing variables (Dunn et
al., 1998; McDonough, Warren, & Don, 1992).
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3. N200 is generally considered to be a processing negativity associated with
focused attention, stimulus classification, and discrimination (Näätänen &
Picton, 1987; Novak, Ritter, Vaugh, & Wiznitzer, 1990; Ritter, Simson,
Vaughan, & Macht, 1982; Vaughan & Kurtzberg, 1992).

4. P300 is a valid index of central information processing during task-
related decision making (Palmer, Nasman, & Wilson, 1994). Included among
the different processes held to be associated with P300 are the dynamic updat-
ing of information held in working memory (Isreal, Chesney, Wickens, &
Donchin, 1980; Fitzgerald & Picton, 1983), cognitive resource allocation and
task involvement (Kramer, Strayer, & Buckley, 1991), as well as mental effort
or workload (Humphrey & Kramer, 1994; Wilson, Swain, & Ullsperger, 1998).

5. N400 is usually regarded as a manifestation of lexical integration and is
associated with different aspects of semantic processing (Neville, Coffey,
Holcomb, & Tallal, 1993).

6. MMN (mismatch negativity) is a component used for identifying dys-
function in the auditory system.

This chapter reviews the existing research on ERP components in cognitive
reading experiments and presents evidence from dyslexic readers. This is fol-
lowed by a presentation of our studies in this field.

ERP EVIDENCE ON DYSLEXIC READERS

The majority of studies carried out in an attempt to discover differences in the
patterns of ERP component activation between dyslexics and regular readers
have focused on the P300 component, although there are accumulating reports
on earlier and later components. Regarding the early waves, a comparatively
large amount of recent work has focused on the P100 component. However, re-
ports on the N100, P200, and N200 are rare.

The P100 Component

This line of investigation has focused on the examination of the magnocellular
deficit hypothesis (see chap. 5 as well). Therefore, all reports are on the visual
P100. Mixed results have been obtained. Using pattern reversal stimuli, Me-
cacci, Sechi, and Levi (1983) and Solan, Sutija, Ficarra, and Wurst (1990) re-
ported smaller P100 amplitudes in reading disabled children than in control
children. Brannan, Solan, Ficarra, and Ong (1998) also obtained evidence of
lower VEP (P100) amplitudes among dyslexic readers in response to sinusoidal

172 CHAPTER 10

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



checkerboard patterns of spatial frequency arcs at 1 Hz, 4 Hz, and 8 Hz, as well
as on an 8 Hz flicker fusion stimulus. These results were obtained in both high
and low luminance conditions. Latency differences in P100 have also been re-
ported. Brecelj, Strucl, and Raic (1996), for instance, found a significant pro-
longation of the P100 wave in dyslexic children when responding to high-
contrast, small-checked patterns. On the other hand, Lehmkuhle, Garzia,
Turner, and Hash (1993) found that both P100 and N100 latencies of visual
evoked potentials among dyslexic children were longer in response to low, but
not high, spatial frequency targets. A flickering background for these stimuli
was found to increase the latencies and amplitudes of these components among
normal readers; however, they only affected amplitudes among reading disabled
children. Livingstone et al. (1991) obtained similar results. Visually evoked po-
tentials between 70 ms and 170 ms poststimulus were delayed among dyslexics
over the occipital areas when processing rapidly changing patterns with low
spatial frequencies and low contrast.

The N100 Component

The scarce data available to date suggest that the N100 component may differ
among dyslexic and normal readers, although the direction of this difference is
not yet clear. Harter, Anllo-Vento, and Wood (1989) found that reading dis-
abled boys had larger N100s than normal boys on a visual target detection para-
digm. Conversely, Hennighausen, Remschmidt, and Warnke (1994) found
that a sample of dyslexic children showed lower N100 amplitudes in the left-
central region (C3) when fixating on a reversing checkerboard pattern. On the
whole, the N100 component was significantly more absent in dyslexic subjects
than in controls, but more frequent in dyslexics with low spelling scores. In an-
other study, Neville et al. (1993) observed a lower amplitude and longer latency
of N100 in dyslexic as compared to normal readers during simple auditory and
visual recognition tasks.

The N100 (or N1) is the most prominent peak of auditory ERPs elicited by
simple repetitive stimuli such as tones or syllables. Differences in latency or am-
plitude of the auditory N100 have been reported in children with reading diffi-
culties (Brunswick & Rippon, 1994; Neville et al., 1993; Pinkerton, Watson, &
McClelland, 1989) as well as in children with language impairments (Dawson,
Finley, Phillips, & Lewy, 1989; Lincoln, Courchesne, Harms, & Allen, 1995;
Neville et al., 1993; Tonnquist-Uhlen, Borg, Persson, & Spens, 1996). Reduc-
tion of N100 amplitude was found in a group of 14 boys with difficulties in read-
ing, writing, and spelling (designated “poor readers”) as compared to 18 “good
readers” (all 8–9 years old) in a study by Pinkerton et al. (1989). Cortical audi-
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tory ERPs were recorded in response to 2,000-Hz tone bursts while participants
watched silent films. Reduced N100 amplitudes (around 160 ms) in poor read-
ers were observed at three out of four scalp locations. For the whole sample,
N100 amplitude was correlated positively with performance IQ, spelling scores,
reading accuracy, and comprehension, as well as with arithmetic. In interpret-
ing the data, Pinkerton and colleagues suggested that the decreased N100 mag-
nitude could be associated with impairments in processes mediating selective
attention.

Brunswick and Rippon (1994) contrasted 15 dyslexic boys (7–11 years old)
with 15 normally reading controls (8–10 years old) on ERPs in response to stop
consonant–vowel syllables presented in a dichotic listening paradigm. The par-
ticipants were asked to report simultaneously presented syllables as accurately
as possible. No significant group differences were observed in either the right
ear or the left ear responses. However, normally reading children exhibited
larger N100 amplitudes at left temporal-electrode sites than the dyslexic chil-
dren, who showed less lateralized temporal N100 magnitude. The N100
lateralization was also found to be positively related to performance on a phono-
logical awareness task, namely, rhyme oddity detection among words that dif-
fered in their final sounds (e.g., pin, win, sit, fin). According to Brunswick and
Rippon, the deviations in N100 laterality are associated with abnormal cerebral
lateralization of language functions in dyslexia. The failure of the dichotic lis-
tening task to discriminate between dyslexic and normal readers despite the
N100 laterality differences was interpreted as an indication that laterality does
not affect processing of stimuli per se but appears to be associated with later as-
pects of phoneme analysis. However, in view of the fact that the N100 has been
considered a basic index of adequate sensory registration, Leppänen and
Lyytinen (1997) proposed that an altered N100 response might reflect inaccu-
rate tuning of sensory information, resulting in less reliable auditory representa-
tions that are in turn manifested in poor performance on language tests.

Yingling, Galin, Fein, Peltzman, and Davenport (1986), on the other hand,
did not find any differences between 38 severely dyslexic boys (mean age 13.3
years) and 38 nonimpaired peers on ERPs following stimulation with auditory
clicks. Bernal et al. (2000) observed no deviations of N100 in response to pure
tones in a group of 20 poor readers (10–12 years old), but reported larger ampli-
tudes in two later components, the N200 and the P200, as compared to 20 nor-
mally reading children.1 Molfese (2000) presented evidence that auditory ERPs
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recorded within 36 hours of birth discriminated between newborns that would
be classified as dyslexic, poor, or normal readers 8 years later. The auditory ERPs
analyzed by Molfese included the N100-P200-N2002 waves elicited by speech
and nonspeech syllables with mean peak latencies of 174, 309, and 458 ms, re-
spectively. The left hemisphere N100 latency at birth was found to be shortest
for the normally reading children and longest for the poor readers. Neither the
dyslexic nor the poor readers displayed a well-defined N100 component. Right
hemisphere N200 peak amplitudes were largest for the dyslexic children and
smallest for the poor readers. In particular, as suggested by Molfese, the group
differences in N100 latency might point to an underlying perceptual mecha-
nism on which some aspects of later developing verbal and cognitive processes
are based.

With respect to severe language impairment, or SLI, Dawson et al. (1989)
reported atypical hemispheric asymmetry of N100 in response to a simple
speech stimulus. In this study, 10 children with SLI ranging from age 6 to 15
years were compared to 10 children with autism and 10 language normal con-
trols (age 8–13 years). Children were presented with a series of auditory stim-
uli involving 80% clicks, 10% syllables (viz. /da/), and 10% piano chord stim-
uli. They were asked to indicate whenever the /da/ stimulus occurred. Based
on the analysis of right hemisphere minus left hemisphere scores, both the SLI
and autistic group showed opposite patterns of N100 asymmetry compared to
the pattern that characterized the controls (i.e., smaller left-than-right ampli-
tude and shorter left-than-right latency). Furthermore, in children with au-
tism, language abilities were associated with right hemisphere activity meas-
ures. Although performance on three out of six verbal tests correlated
positively with the N100 latency, correctness on all six tests was negatively re-
lated to the N100 amplitude. In children with SLI, on the other hand, im-
paired performance on four of the language measures was associated with lon-
ger left hemisphere N100 latency. No statistical relation between N100 and
language measures was obtained for the control children. According to
Dawson and colleagues, the pattern of hemispheric activity found in children
with SLI coincides with a deficit in processing sequential information, for
which the left hemisphere is thought to be pivotal.

EVENT-RELATED POTENTIALS 175

2It should be noted that the equivalents of the adult components are unclear (Ceponiene,
Cheour, & Näätänen, 1998). For example, the N1/Nl00 component is not consistently present
until age 9, although it can be seen more readily when stimulus presentation rate is reduced or
multichannel recording techniques are implemented (Bruneau, Roux, Guerin, & Barthelemy,
1997; Ceponiene et al., 1998).
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Lincoln et al. (1995) studied children with SLI, autism, and normal language
skills (10 in each group, aged 8–14 years) in two experiments. The first experi-
ment involved passive listening to a series of pure tones, which differed in fre-
quency and intensity (1,000 Hz/60dB vs. 70 dB and 3,000 Hz/63 dB vs. 73 dB,
all with equal probability). No group differences in latency or amplitude of the
auditory N100 were obtained. However, unlike the children with autism or SLI,
the control participants did show an increase in N100 amplitude to increases in
stimulus intensity. In the second experiment, two pure tones were presented in
two different conditions, with the following variation on the so-called oddball
paradigm. The active or response condition required the child to press one but-
ton as a response to each frequent tone (probability = 70%) and another button
in response to each infrequent tone (probability = 30%). In the passive or no-
response condition, children simply listened to the stimuli. In both the active
and passive conditions, N100 amplitude was found to be generally larger in SLI
children as compared to control subjects (and nearly significantly larger com-
pared to autistic children). The N100 latencies were similar in autistic and con-
trol children, but differed from the SLI group. Lincoln and colleagues con-
cluded that the N100 deviances are consistent with theories claiming that SLI is
related to ineffective regulation of sensory input. They speculated that the du-
ration (50 ms) of the tones employed in their study may have been too short SLI
children, which have to allocate further attentional resources, as mirrored by
the enhanced N100. Alternatively, it has been suggested that the increased
N100 peak is associated with impaired encoding of auditory information in
short-term memory. Thus, for some of the SLI children, the 2-second ISI might
be too long to maintain the internal reference indicating whether the tone des-
ignated the frequent or infrequent stimulus.

Neville et al. (1993) reported N100 deviances in a subset of SLI children who
exhibited deficits in auditory temporal processing. Twenty-two SLI children
with concomitant reading disability (RD) and 12 controls who displayed nor-
mal language development and academic achievement (all 8–10 years old)
were compared on auditory and visual ERPs. The auditory paradigm involved
an active oddball task in which a 1,000-Hz tone was presented as the target
stimulus (10% probability) among 2,000-Hz standard stimuli at one of three
ISIs (200 ms, 1,000 ms, and 2,000 ms) and at one of three different stimulus po-
sitions (left ear, both ears, and right ear). Because no group differences were ob-
tained for the auditory ERPs to either stimulus, the SLI/RD children were
subclassified into two subgroups according to their performance on an auditory
rapid sequencing test. SLI/RD children performing below the median level were
classified as “low repetition” (i.e., displaying auditory temporal processing prob-
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lems) while those scoring above were classified as “high repetition.”3 The N140
component to standard tones was significantly diminished over the right hemi-
sphere at the shortest ISI in the low repetition group, as compared to both the
language normal controls and the high repetition SLI/RD group. In addition,
the latency of the standard N140 was significantly delayed in the low repetition
SLI/RD group, especially over temporal and parietal sites of the left hemisphere.
Neville and colleagues considered the N140 component to be equivalent to the
adult N100. The contralateral (to the stimulated ear) and anterior distribution
of the N140 response suggested to them that it reflects activity generated in the
superior temporal gyrus, encompassing primary and secondary auditory areas.
Hence, these findings were assumed to indicate that the reduced and slowed
down activity within the cortical sites of SLI/RD children with auditory tempo-
ral processing problems contributed to these children’s language symptoms.
However, the authors’ interpretation ought not to be taken as a single-factor
account of the deficits of language and reading impaired children. Various devi-
ations on visual ERPs to both language and nonlanguage stimuli were also re-
ported for either the whole SLI/RD group or only a subset of it.

Finally, Tonnquist-Uhlen et al. (1996) observed significantly delayed N100
latency and a tendency toward higher incidence of unusual topographic maps in
20 children with severe SLI (9–15 years old), when contrasted to an age-
matched control group (n = 20). Using a passive listening paradigm, pure-tone
stimuli of 500 Hz were delivered to the left and right ears separately. The peak
latency of the vertex-recorded N100 was longer in the SLI children (on average
110 ms) than in the healthy controls (on average 100 ms) following right-ear
stimulation. Both left-ear and right-ear elicited N100 responses tended to de-
cline with increasing age in the control children but not in the SLI group.
Whereas the delayed N100 latencies were presumed to be due to slower proc-
essing in central auditory pathways, the lack of an age-related latency decrease
was seen as indicating that the disturbance persists, rather than reflecting a pure
maturational delay. Furthermore, the SLI children showed a trend toward a
greater number of deviating or nonfocal topographic maps after left-ear stimu-
lation. According to Tonnquist-Uhlen et al. (1996), atypical N100 topography
may be accounted for by a lack of synchronization, that is, due to immature or
poor connections between different cortical areas and deeper structures.

Taken together, the auditory ERP studies cited previously indicate differ-
ences in N100 features between groups of children designated as SLI, dyslexia,
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or poor readers, and healthy controls. Whereas latency deviances in language-
based learning impairments may be associated with a common timing deficit,
N100 amplitude differences have been related to attentional factors or inade-
quate sensory processing. However, large individual variability coupled with re-
cording techniques using only a limited number of electrodes have commonly
led to negative results or only nonsignificant trends.

The P200 Component

Very little evidence has been reported on the P200, although the available data
suggest that a similar pattern may characterize both young and adult dyslexic
readers, at least at the linguistic level in the visual modality. Harter, Deiring,
and Wood (1988) found smaller P20040 amplitudes in the left hemisphere as
compared to the right among dyslexics and compared to normal children during
a letter recognition task (an intralocation selective attention paradigm).
Naylor, Wood, and Harter (1995) obtained similar results with adult readers.
These researchers obtained evidence of smaller P200s at left central sites
among dyslexic adults using the same task. Subjects showed a general reduction
in positivity beginning at around 150 ms, until about 500 ms. However, adult
dyslexics appear to be characterized by more diffuse, bilateral reductions in
electrophysiological responses.

The N200 Component

In general, the scarce studies reporting on the N200 component indicate that
N200 latencies may occur later among dyslexic than among normal readers. No
group differences in N200 amplitude have been reported. This appears to be
true in both the visual and auditory modalities. In the auditory domain, Fawcett
et al. (1993) found evidence of later N200s among dyslexic readers in response
to target tones in an oddball paradigm. Comparatively more studies have exam-
ined this component using visual stimuli. M. J. Taylor and Keenan (1990) found
later N200 latencies among dyslexics with a visual processing impairment in re-
sponse to both linguistic (letters, words, and nonwords) and nonlinuistic (sym-
bols) stimuli. Neville et al. (1993) reported attenuated N200 latencies among
language disabled dyslexic readers. Taylor and Keenan (1999) examined dys-
lexic children with auditory processing deficits and normal children on three vi-
sual target detection tasks: orthographic (targets were letters with closed
loops), phonological (targets were letters that rhymed with v), and semantic
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(three-letter animal names). N200 latencies tended to be longer in the seman-
tic task among dyslexic as compared to normal children.

The P300 Component

P300 components of smaller amplitudes and longer latencies among dyslexic
readers have been reported by many investigators, in response to both linguistic
and nonlinguistic auditory and visual stimuli (Barnea, Lamm, Epstein, & Pratt,
1994; Duncan et al., 1994; Erez & Pratt, 1992; Fawcett et al., 1993; Harter,
Anllo-Vento, Wood, & Schroeder, 1988; Harter, Deiring, & Wood, 1988;
Holcomb, Ackerman, & Dykman, 1985, 1986; Johannes, Mangun, & Muente,
1994; Taylor & Keenan, 1990, 1999). Nevertheless, not all studies have found
evidence of differences on both parameters concurrently in a particular task. In
the auditory domain, for instance, several investigators have found evidence of
smaller but not longer P300s among dyslexic children when using simple audi-
tory stimuli (Holcomb et al., 1986; Lovrich & Stamm, 1983). Others have
found the reverse pattern. For instance, Fawcett et al. (1993) observed longer
P300 latencies but no differences in P300 amplitudes to target tones among dys-
lexic adolescents performing a selective choice reaction (oddball) task. Studies
employing visual stimuli tend to produce similar results. Neville et al. (1993)
found that language impaired, reading disabled children had significantly
smaller P300 amplitudes relative to normal children in response to visual stim-
uli in target detection tasks. Duncan et al. (1994) obtained evidence of reduc-
tions in visual P300s among dyslexic as compared to normal men with
increasing task demands. However, additional analyses revealed that dyslexic
readers who displayed many symptoms of attention deficit hyperactivity disor-
der (ADHD) in childhood accounted for group differences.

Other researchers have reported evidence of differences in P300 latencies.
Johannes et al. (1994) examined visual P300s among dyslexic and normal chil-
dren using a simple visual discrimination task. They found that although P300
amplitude did not differ between the two groups, the latencies of P300 were lon-
ger among dyslexic readers. Furthermore, the distribution of this component
over the two hemispheres was almost symmetrical among dyslexic readers, but
appeared primarily in the left hemisphere among normal readers. Taylor and
Keenan (1990) found evidence that dyslexics with visual processing deficits
had longer latency P300s to nonlinguistic symbols, letters, and words in an odd-
ball task. In a subsequent study, Taylor and Keenan (1999) found that dyslexic
children had longer P300 latencies on phonological and semantic tasks, but not
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on orthographic tasks. P300 appeared to be located at a more posterior brain
site among dyslexic readers across the three tasks.

Differences in processing linguistic versus nonlinguistic stimuli have also
been reported using different types of tasks. Generally, nonlinguistic visual
stimuli (symbols) have been found to elicit P300s of greater amplitudes and lon-
ger latencies than linguistic visual stimuli (words) in dyslexic readers (Barnea et
al., 1994; Holcomb et al., 1985). Barnea et al. (1994) compared ERPs in dys-
lexic and normal children during a short-term memory task for lexical (digits)
and nonlexical (characters) visual stimuli and found smaller P300 amplitudes
to lexical stimuli among dyslexics. In addition, response to probes was more
prominent over the right scalp in dyslexics and over the left scalp in normal
readers. Silva-Pereyra et al. (2001) compared P300s on verbal and nonverbal
working memory tasks among dyslexic and normal readers in the third grade.
On the verbal task (Sternberg’s task), the P300 latency was longer among the
dyslexic children, with no significant difference in amplitude. On the nonverbal
task, smaller P300s were found among poor readers over occipital regions and
larger amplitudes over central regions. The poor reader groups had longer la-
tencies than the controls. The authors concluded that the dyslexics showed
later P300s on both linguistic and nonlinguistic tasks, due to difficulty in tempo-
ral visual processing. Higher amplitudes on the linguistic task may reflect a
higher degree of difficulty for dyslexics on this task. Lastly, researchers have also
compared verbal and nonverbal auditory stimuli. Erez and Pratt (1992) com-
pared dyslexic and normal children on target detection tasks and observed both
smaller P300 amplitudes and longer P300 latencies in response to verbal (non-
sense monosyllables) as compared to nonverbal (pure tones) stimuli. P300 apex
orientation tilted to the right among dyslexics, but to the left among normal
readers. Barnea and colleagues (1994) suggested that this general pattern of re-
sults might indicate that dyslexic readers relate more to physical features of
stimuli, whereas normal readers may rely more on linguistic features.

The N400 Component

There is extensive evidence of differences between dyslexic and normal readers
on the N400 component. Lovrich, Cheng, Velting, and Kazmerski (1997) com-
pared normal and reading impaired college students on auditory rhyme decision
and semantic decision tasks, and found a relatively larger negativity at around
480 ms for reading disabled as compared to normal readers during word rhyming
tasks. This was particularly pronounced at C3. No differences in N400 were
found between the groups when they were required to make semantic decisions.
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However, within group analyses revealed that N480 amplitude was larger for se-
mantic tasks than for rhyme tasks among normal readers, but not among im-
paired readers. Similar findings were reported by Lovrich, Cheng, and Velting
(1996), based on a comparison of dyslexic and normal children. Ackerman et
al. (1994) found that compared to slow readers and children with ADD, dys-
lexic children exhibited an attenuated N450 peak when performing a visual
rhyme decision task in which the first of two sequentially presented stimuli was
a real word, and the second was either an orthographically similar word or a
nonword. Reading disabled children did not show the N400 reduction for
rhyming stimuli characteristic of normal children.

McPherson et al. (1996) examined dyslexic adolescents in a paradigm that
required them to decide if two sequentially presented pictures were objects with
names that rhymed. Phonetic dyslexics (better decoders) showed an N400
priming effect, but dysphonetics (poorer decoders) did not. (The priming effect
was calculated on the basis of the mean N450 of the rhyming targets subtracted
from the nonrhyming targets.) McPherson, Ackerman, Holcomb, and Dykman
(1998) examined disabled and normal readers on visual and auditory rhyme de-
cision tasks using single syllable real words. They found that phonetic dyslexics
exhibited reduced auditory priming for the N450, whereas dysphonetic dyslex-
ics displayed reduced visual priming. J. Miles and Stelmack (1994) also used a
priming paradigm and found that reading disabled children did not display the
usual left hemisphere asymmetry in frontal N450 amplitude to unprimed spo-
ken words. However, the same was true of arithmetic disabled and combined
reading/arithmetic disabled subgroups. Studies using sentence paradigms have
also reported differences in N400. Brandeis, Vitacco, and Steinhausen (1994)
found delayed N400 among dyslexic as compared to normal children during si-
lent reading of correct and incorrect sentence endings. Neville et al. (1993) re-
ported that dyslexic readers exhibited both higher amplitude and later N400s in
response to unexpected words at the end of sentences. Robichon, Besson, and
Habib (2002) found a larger N400 among dyslexic as compared to normal
adults while reading sentences that appeared word by word on a computer
screen at a rate of 100 ms a word, in congruous and incongruous conditions.
They did not find any differences in the P300 component and assumed that
adult dyslexics have not just a pure sensory deficit, but actually experience diffi-
culties integrating the meaning of words into a sentence.

Plante, Van-Petten, and Senkfor (2000) studied the differences between
adult learning disabled (reading and language disabilities) and normal adult
readers by using a cross-modal experiment with one visual and one auditory
stimulus, which were connected or not connected semantically. There were
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pairs of words and pairs of nonverbal stimuli (picture and sound). No differ-
ences were found in the early components. The N400 amplitude was smaller
among the learning disabled group, and it appeared only after the nonverbal
stimuli in this group. In addition, there was a different scalp distribution for the
component. Higher amplitudes were displayed in the right hemisphere for
the learning disabled group on verbal and nonverbal stimuli. For the controls,
the right hemisphere was dominant for words and the left for nonverbal stimuli.
Even though there were no differences in behavioral data, it was assumed that
the two groups use different physiological mechanisms to accomplish the task of
semantic associations.

The MMN Component

The MMN has recently been applied to the study of phonological and auditory
dysfunctions in dyslexia, with promising results (Kujala & Näätänen, 2001).
Schulte-Korne et al. (1998) examined the differences in processing of tones and
syllables among adolescent dyslexic and normal readers. They found no differ-
ences with the nonverbal stimuli. With the syllables (/ba/ - deviant and /da/ -
standard) they found that the MMN amplitude was smaller among the dyslexic
readers. The authors interpreted this result as reflecting a phonological deficit
and not a general failure in processing auditory information. Other studies, such
as Baldeweg, Richardson, Watkins, Foale, and Gurzelier (1999), found differ-
ences in tone discrimination as well (1,000 Hz—standard; 1,015, 1,030, 1,060
Hz—deviation). Among adult dyslexics, the MMN amplitudes were lower and
less accurately behaviorally discriminated. In addition, the MMN and discrimi-
nation performance correlated with the degree of phonological skill impair-
ment. Csepe, Szucs, and Osman-Sagi (2000) showed that dyslexics have
difficulty processing small rather than big stimulus differences, as reflected by
the discrimination of stop-consonants separated from each other by acousti-
cally minor sound differences.

Schulte-Koerne, Bartling, Deimel, and Remschmidt (1999) found that
changes in the temporal order of pattern elements also elicited smaller MMNs
among dyslexic as compared to normal readers. This might imply that sound ele-
ments are masked or interfered with by surrounding sounds of sound sequences in
dyslexics. Kujala, Belitz, Tervaniemi, and Näätänen (2003) found that dyslexic
subjects had diminished MMNs in response to tone order reversal, which
strengthens this assumption. Differences in MMN have been found in genetically
high-risk children who have a family member with dyslexia (Pennington, 1995),
as compared to children with no family-based risk of dyslexia. Leppänen, Pihko,
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Eklund, and Lyytinen (1999) found several differences between the groups. Du-
ration changes elicited different MMNs in amplitude and scalp distribution be-
tween the two groups. The amplitude was lower over the left hemisphere among
the at-risk children. A small difference in duration elicited an MMN in control
but not in at-risk children. These results indicate that with MMN, dysfunctions of
phonological/auditory processing in dyslexia can be determined in infants as
young as 6 months old. Kujala et al. (2001) showed that children who underwent
a phonological training program and improved their phonological processing ex-
perienced changes in MMN amplitude that correlated with their improvement
on reading skill measures. Heim et al. (2000) showed similar results with language
impaired children whose MMNs looked more like those of the control group after
a phonological training program.

Conclusions

In sum, electrophysiological research has revealed differences between dyslexic
and regular readers in several ERP components. However, this research has re-
vealed a substantial degree of variability in results. It has been suggested that this
variance is largely due to differences in sample selection (e.g., different subtypes of
dyslexic readers) and a lack of precision concerning the relation between the defi-
cit and the experimental tasks used (see Hagoort & Kutas, 1995, for a discussion).
Most of these studies attempted to explore brain activity differences between dys-
lexic and regular readers using ERP methodology and focused mainly on ERP am-
plitudes. The few studies that have reported differences between these two
groups of readers in terms of ERP latencies have found that the latencies were
elicited later in dyslexic readers. The focus of the present book is speed of process-
ing in the modalities and systems that are activated during reading at various
stages of information processing. Therefore a comprehensive research project
was designed that systematically investigated the speed at which dyslexic and reg-
ular readers process information in the visual and auditory modalities, separately
as well as simultaneously, and in the orthographic and phonological systems. This
project is described in the following section.

OUR STUDIES

Overview

Speed of processing of the modalities and systems at different levels of activity
was examined by:
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• Investigating the same groups of regular and dyslexic readers in all the ex-
periments (a within and between subject design).

• Controlling the sample selection of the dyslexics.
• Controlling and manipulating the experimental tasks from lower level to

higher level for both nonlinguistic and linguistic processing, as well as in-
corporating stimuli at various levels of complexity. At the lower level,
tasks included distinguishing between nonlinguistic visual (flashes-
shapes) and auditory (beeps-tones) stimuli, and distinguishing between
linguistic visual (graphemes) and auditory (phonemes) stimuli. All were
presented in each of the modalities alone. At the higher level, subjects
were asked to process orthographic and phonological information at the
level of words-pseudowords (lexical decision paradigm) and sentences.

• Using electrophysiological measures (latencies and amplitudes of ERP
components) as well as behavioral measures of reaction time (RT) and
accuracy (AC).

Subjects

Two samples of subjects participated in the ERP studies:

1. The same 100 adult subjects that participated in our behavioral research
project (see chapter 7), including 50 dyslexics and 50 regular readers. All sub-
jects were free of hard neurological signs (APA, 1994).

2. 80 young, right-handed, male readers, including 40 dyslexics and 40 regu-
lar age-matched readers with a mean age of 10 years and 7 months (SD = 1.23
months). All subjects were from a middle-class background. The regular read-
ers where from two different schools, and were matched to the dyslexics on non-
verbal IQ scores (Raven Standard Progressive Matrices; Raven, 1965).

The dyslexics were recruited from the University of Haifa Clinic for Learning
Disabilities. All were diagnosed by an intake battery, which included an evalua-
tion of reading skills. All subjects in the dyslexics group met the Israeli criterion
for dyslexia, which requires them to be in the 16th percentile or below on the
reading achievement test (Breznitz, 2000).
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Instrumentation

For each of the computerized tasks, stimuli were presented on an IBM-PC ter-
minal. Visual stimuli were presented in white over a gray background on a com-
puter display located 1.5 m in front of the subject. Auditory stimuli were
presented either over the PC speaker (tones) or via headphones (consonant
sounds). For each task, subjects responded by pressing one of two buttons on a
joystick. Prior to data collection in each task, subjects were instructed to re-
spond immediately after stimulus occurrence. Twenty-two channels of electro-
encephalogram (EEG) were recorded using a Bio-Logic Brain Atlas III
computer system with brain mapping capabilities. This system uses a band pass
of 0.1–70 Hz interfaced with a 20-channel, 12-bit A/D converter. The EEGs
were sampled at a rate of 250 Hz (dwell time = 4.0 ms) beginning 100 ms before
stimulus onset. A full array of electrodes was placed according to the Interna-
tional 10/20 system (Jasper, 1958) utilizing an Electro-cap (a nylon cap fitted
over the head with 9 mm tin electrodes sewn within). Nineteen scalp electrodes
were used, corresponding to standard 10/20 system locations: PF1, PF2, F7, F3,
FZ, F4, F8, T3, C3, CZ, C4, T4, T5, P3, PZ, P4, T6, O1, and O2. All were refer-
enced to an electrode on CVII (the seventh vertebra) and grounded to Fpz. In
addition, one electrode was applied diagonally below the left eye to monitor eye
movements. During data collection electrode impedance was kept below 5K
Ohms by first prepping scalp areas with a mildly abrasive cleanser (Omni-Prep)
and then using an electrolyte gel (Electro-gel). Trial onset was marked on the
Oz channel of EEG via a positive polarity 5 millivolt pulse delivered from an
IBM-PC 486 computer. Signal averaging of the raw EEG data was performed
offline. EEG data was separated into discrete trials. After rejections of the trials
containing eye movement, averages of the individual trials in each experiment
were determined for each subject.

Each subject had approximately 5 to 6 hours of testing sessions. During the
experimental tests in which electrophysiological data were collected, the sub-
jects were seated in a sound-attenuated room in front of an IBM-PC computer
screen. Experimental task presentation was semi-random, in that the four odd-
ball tasks were always administered first (although the order of presentation
across the four oddball tasks was counterbalanced). This was because these
tasks were the simplest, and it was important to habituate the subjects to the
testing situation. Subjects were connected to an Electro-cap (requiring about
30–40 min of preparation). ERPs were obtained for each subject in each experi-
mental condition. Only single trials free from eye movements and associated
with correct responses were averaged to obtain the event-related potentials.
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Grand averages over conditions and subjects were then performed for each ex-
periment for each of the 19 scalp electrodes. ERP peaks were first identified and
then validated by a machine-scoring algorithm. Latencies were measured from
stimulus onset and amplitudes were measured relative to the mean voltage of
each channel during the prestimulus baseline. All stimuli were presented via
computer and reaction time, measured from stimulus onset until button press
response, and accuracy (percentage of correct responses) were recorded.

The Tasks

Nonlinguistic and linguistic tasks employing flashes and shapes, beeps and
tones, letter, syllable, word-pseudoword, and sentence conditions were pre-
sented in the visual and auditory modalities separately.

Lower Level Processing (Child and Adult Subjects). In each task, a series
of 120 stimuli were randomly presented. Of these, 50 were targets and 70 were
nontargets. Stimulus duration was 170 ms and the ISI was 1,000 ms. Subjects
were asked to press a button in response to target stimuli and to ignore
nontarget stimuli. The stimuli were presented in each modality separately and
in both modalities simultaneously:

Auditory tasks:
1. Nonlinguistic stimuli were target tones of 1,000 Hz and nontarget tones

of 2,000 Hz. Tones were played over the PC speaker placed behind the
subject.

2. Linguistic stimuli were consonant sounds. The target was /d/ and the
nontarget was /b/. Stimuli were presented via headphones.

Visual tasks:
1. Nonlinguistic stimuli were two meaningless shapes ¼ mm high presented

in the center of the computer screen, one for the target and one for the
nontarget.

2. Linguistic stimuli were two Hebrew letters presented in the center of the
computer screen. The target was the letter “bet” (/b/, �) and the non-
target was the letter “chaf” (/ch/, �).

Higher Level Processing

Orthographic-phonological processing among children and adults was ex-
amined using the following tasks:
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Lexical Decision Task (Breznitz, 1998). A random series of 60 words and
60 pseudowords (total 120) was presented on a computer screen. The stimuli
appeared horizontally in the center of the screen, and subjects were instructed
to look at the stimuli and to press one button of a joystick in response to the
words with the corresponding thumb, and the other button with the other
thumb in response to the pseudowords. Performance on words is conceptual-
ized as a measure of higher level orthographic decision processes, whereas per-
formance on pseudowords is perceived as a measure of higher level phonologi-
cal processing. The stimuli were comprised of Hebrew letters that were ¼ inch
in diameter each. Each stimulus contained five letters. Presentation duration of
each stimulus was 300 ms and the ISI between stimuli was 2,000 ms. Response
hand was counterbalanced across subjects.

Sentence Tasks (Adults Only). Sentences with expected/unexpected end-
ings were presented in the visual and auditory modalities. A total of 240 Hebrew
sentences composed of four words each were presented separately to the sub-
jects. Each test contained two types of sentences: 80 sentences in which the last
word was not related to the preceding text (unexpected) and 40 sentences in
which the last word was related to the context (expected). Unexpected and ex-
pected sentences were distributed randomly among the two experimental con-
ditions. One condition presented 120 sentences visually on the computer
screen and the other 120 were presented in the auditory modality via head-
phones.

Results

In most of our experiments, two pronounced ERP components were identified
for all groups of subjects: an early P200 component and a later P300 component
(see also Breznitz & Meyler, 2003; Breznitz & Misra, 2003). In the sentences
study, P200 and N400 components were identified. Amplitudes in all experi-
ments ranged from –1 to 2.1 Vy. However, as the focus of this book is SOP, only
data from ERP latencies are reported (for additional data on amplitudes, see
Breznitz, 2001a; Breznitz & Meyler, 2003; Breznitz & Misra, 2003; Leiken &
Breznitz, 1999). The most pronounced components appeared at the CZ elec-
trodes on most of the tasks. Consequently, Figs. 10.1 to 10.5 present the peak la-
tency times at the CZ electrode in each experiment for adults and children.
Tables 10.1 to 10.5 display the means and standard deviations of the peak la-
tency times (at CZ electrode) and reaction time from all the experiments.
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FIG. 10.1. P200 latency lower level tasks: Regular vs. dyslexic readers (adults
and children).

FIG. 10.2. P300 lower level tasks: Regular vs. dyslexic readers (adults and
children).
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FIG. 10.3. Comparison of P200 and P300 words.

FIG. 10.4. Comparison of P200 and P300 pseudowords.
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FIG. 10.5. Comparison of P200 and N400 sentence latencies.

TABLE 10.1
Lower Level Tasks ERP Data

M (SD)

Regular Readers Dyslexics

Young Adult Young Adult

P200 P300 P200 P300 P200 P300 P200 P300

Visual
nonlinguistic

239.33
(54.62)

346.19
(73.14)

190.02
(69.16)

321.13
(71.28)

287.91
(46.01)

394.11
(41.01)

236.32
(51.87)

361.31
(49.45)

Auditory
nonlinguistic

253.15
(54.01)

359.23
(75.78)

212.31
(42.23)

337.15
(37.11)

269.51
(66.67)

376.17
(84.56)

222.00
(64.17)

356.18
(51.28)

Visual linguis-
tic

246.17
(49.01)

387.81
(66.19)

231.66
(54.14)

351.21
(43.78)

286.87
(68.92)

511.82
(87.90)

259.65
(76.29)

451.32
(68.01)

Auditory lin-
guistic

267.18
(61.09)

396.15
(32.01)

246.67
(36.43)

376.16
(36.72)

272.18
(36.72)

439.38
(55.01)

243.49
(61.89)

417.36
(21.09)

TABLE 10.2
Lower Level Reaction Time

M
(SD)

Regular Readers Dyslexics

Young Adult Young Adult

Visual
nonlinguistic

447.43
(23.21)

421.00
(49.90)

599.19
(38.01)

462.25
(67.19)

Auditory
nonlinguistic

366.53
(45.34)

300.44
(29.01)

419.32
(38.00)

387.44
(34.18)

Visual
linguistic

455.23
(67.01)

401.15
(56.23)

569.67
(54.29)

479.56
(65.21)

Auditory
linguistic

431.67
(41.56)

422.87
(39.01)

479.65
(45.39)

433.59
(27.19)
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Results indicate a consistent slowness among young as well as adult dyslexic
readers, as compared to regular readers, when processing information in the vi-
sual and auditory modalities. This slowness was evident on all tasks and at all
levels and stages of activation. It appeared from the lower level of nonlinguistic
and linguistic tasks to the higher level of processing words/pseudowords and
sentences. In addition, young readers, whether or not they were dyslexic, ap-
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TABLE 10.3
Latencies of P200 and P300 in Words–Pseudowords Processing

M
(SD)

Regular Readers Dyslexics

Young Adult Young Adult

P200 P300 P200 P300 P200 P300 P200 P300

Words 219.01
(34.12)

416.15
(63.34)

181.01
(49.26)

338.67
(61.98)

266.11
(36.01)

510.66
(62.10)

234.32
(41.87)

484.36
(39.45)

Pseudowords 252.15
(44.01)

447.33
(65.78)

220.16
(32.23)

379.28
(47.11)

288.18
(36.67)

477.67
(74.56)

257.16
(54.17)

419.35
(71.28)

TABLE 10.4
Sentences Processing

M
(SD)

Regular Readers Dyslexics

Young Adult Young Adult

P200 N400 P200 N400 P200 N400 P200 N400

Sentences
Latencies

175.11
(69.4)

444.61
(72.9)

156.21
(29.0)

374.34
(37.9)

222.23
(44.8)

405.21
(38.5)

198.22
(71.9)

401.12
(69.0)

Sentences
Amplitudes

2.24
(1.1)

–2.94
(0.2)

1.77
(1.5)

–2.62
(1.8)

3.90
(1.4)

–4.13
(1.2)

2.34
(1.1)

–1.69
(1.1)

TABLE 10.5
Mean RT and (SD) for Sentences, Word–Pseudowords Tasks

Regular readers Dyslexics

Mean (SD) Young Adult Young Adult

Sentences RT 736.56
(368.09)

571.09
(187.30)

819.88
(192.40)

643.03
(395.04)

Words 1001.13
(188.01)

854.17
(87.91)

1578.10
(359.00)

1189.66
(190.13)

Pseudowords 1389.54
(378.56)

881.33
(123.06)

2117.15
(831.11)

1440.13
(671.32)D
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pear to process information at a slower rate than adults. Our data also showed
that the gap in SOP between the dyslexic and regular readers was somewhat
smaller among children than among adult subjects, although SOP was slower at
all ages when processing higher level tasks. Moreover, the between group SOP
gap increased in reaction time, as compared to speed measures at the perceptual
stage (P200).

CONCLUSIONS

Examination of the cerebral SOPs of young and adult dyslexic and regular read-
ers using behavioral measures (see chap. 9 as well) and evoked potential meth-
odology indicates the following data among the two types of subjects:

1. The sensory systems involved in reading process information at different
rates. This variance was observed in each of the information-processing stages,
and was expressed in the attention and perception stages via P200 latency and
in the updating and memory processing stages via P300 latency. This variance
was also expressed through the differential reaction times of these subjects,
which changes in accordance with the modality and system involved in perceiv-
ing and processing stimuli.

2. SOP also changes in accordance with task complexity from faster speeds
on simple tasks to slower speeds on more complex tasks.

3. Young subjects have slower SOP than adult readers on most of the re-
search tasks. This slowness was observed during visual and auditory-acoustic
processing as well as in orthographic-phonological processing. The differences
between young and adult readers were wider on higher level linguistic tasks at
the word–pseudoword and sentence level. Thus, our data support Kail’s (1994)
claim that SOP has a developmental aspect.

4. Young and adult dyslexic readers were slower than their regular reading
counterparts on visual, auditory-acoustic, orthographic, and phonological
processing tasks. The gap between dyslexic and regular readers in SOP in-
creased with task complexity. The main gap was observed when reading words/
pseudowords and sentences.

A comparison of the SOPs of dyslexic and regular readers at different stages
in the information-processing system revealed a large gap between these two
groups, which was mainly expressed in P300 latency. This finding appeared in
most of the research tasks and was especially strong in the higher linguistic
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tasks. Thus, it seems that SOP among dyslexics is slower than that of regular
readers from the onset of the nonlinguistic and linguistic processing processes.
This slower pace persists and increases throughout all stages of information
processing. This slowness increases gradually as tasks become more complex.
However, a significant correlation was found in all groups of subjects between
the latencies of ERPs and a score that represents the rate of word decoding abil-
ity that refers, according to the notion of this book, to “word decoding fluency.”
The rate of this fluency measure was derived from a comprised score that was
based on the number of words and pseudowords the subjects decode accurately
in a minute (the Hebrew version of the 1-minute test for words and 1-minute
test for pseudowords; Shatil, 1997). This suggests that the SOP of perception
(P200) and processing (P300) affects word decoding fluency. As the data indi-
cated, during the normal course of reading among young and adult regular read-
ers, the perception stage as exhibited by P200 latency in the lexical decision task
was correlated the highest with this fluency score. The correlation in the young
group was r =. 43, p < .001 and r =. 51, p < .001 in the adult group. In contrast,
in the dyslexic groups, the word fluency score correlated significantly with P300
latency in the lexical decision task, r =. 48, p < .001, in the young group, and, r
=. 68, p < .001, in the adult group. These data support the suggestion that the
regular automatic word decoding fluency process relies on the perception stage.
Hence, most of the work is accomplished at the early stage of processing, during
the perception and stimulus identification stages. In the young or adult dyslexic
readers, however, nonautomatic slow dysfluent word decoding process is con-
nected to the brain activity in the working memory stage. It is conceivable that
for a fluent (fast and accurate) word decoding process to occur, the perception
stage is not sufficient among dyslexics. This is because the latter are less able to
identify the patterns of the words and thus require more brain activation and
sources of information, such as memory (including the possibility of meaning)
processes. These higher order memory systems may serve as a compensation
mechanism for the dyslexics and may contribute to the enhancement of the
word decoding process.

Whether it is perception or memory processing that is crucial for effective
fluent word decoding, evidence indicates that SOP exhibited by ERP laten-
cies affects the quality of fluent words decoding in a regular and deviant proc-
ess. The data also support the theory that the comparative slowness exhibited
by young and adult dyslexics in processing information does not only appear at
the early stage of perception and stimulus identification but continues to the
output stage. Moreover, this slowness is also exhibited at the lower level when
processing the simple visual and auditory nonlinguistic tasks as well as in read-
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ing related tasks such as naming (see chap. 5). This slowness increases as tasks
become more complex. On the one hand, these findings support the notion
that SOP can be perceived as a trait of the information processor and it affects
the quality of the information being processed. On the other hand, it is impor-
tant to note that a developmental dimension of SOP was also found among
regular and dyslexic readers. Adult readers are faster than children, possibly
supporting the claim that SOP is affected by control over reading abilities,
such that SOP can also be seen as state dependent. Skill and maturation affect
performance accuracy and speed.

Moreover, despite the differential slowness between various age groups, a
glance at the SOP curve at the perceptual level as expressed by P200 latency
and at the processing level as expressed by the P300 latency across different re-
search tasks indicates a similar pattern of differences when comparing the two
groups of young subjects and the two groups of adult subjects. This picture
changes somewhat with respect to the reaction time measure. The gap between
the adult groups and the children increases on the more complex linguistic
tasks. Unlike young readers, adult regular readers were faster than the dyslexics
during reading of words, pseudowords, and sentences. This finding may be ex-
plained by the developmental dimension, as the young regular readers were still
at the stage of establishing their reading abilities and may not yet have achieved
full automaticity. Consequently, the SOP gap between the young dyslexic read-
ers was smaller. On the other hand, the decoding words of adult regular readers
have been well trained over time and have become automatic and stable. Adult
dyslexic readers have improved their word decoding skills to a certain degree in
comparison with young dyslexics, but not compared to age-matched regular
reading peers.

One important aspect arising from our results is that the gap between visual
and auditory processing speed (as exhibited at each stage of activation by the
ERP latencies and reaction times) varies between the regular and dyslexic read-
ers. The differences in SOP between the modalities appear in the two age
groups. Decoding words requires precise and uncompromising grapheme-to-
phoneme conversion. Graphemes are perceived via the visual-orthographic
system and phonemes rely on auditory-phonological processing. Thus, reading
requires intersensory and intersystem integration. Consequently, accurate
word reading activity requires synchronization in time between the different ce-
rebral systems involved in the process. It is thus conceivable that a wide gap be-
tween the modalities and/or systems impairs word decoding effectiveness and
leads to slow-dysfluent reading (see Breznitz, 2000, and Breznitz & Misra, 2003,
as well). Chapter 12 focuses on this hypothesis.
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There is a wide consensus that a successful reading process is based, among
other things, on correct integration between the graphemic and phonemic in-
formation of the written symbol. Researchers also agree that dyslexic readers
experience difficulties in carrying out the integration needed for word decod-
ing. The debate in the literature focuses on the stage at which this impairment
begins and what it stems from. In light of the fact that processing of graphemes
and phonemes relies on the visual and auditory-acoustic modalities, the ques-
tion occupying many researchers is if the failure to perform the necessary inte-
gration stems from impaired intersensory integration ability in general or if it is
specific to the language domain. This question is important for our understand-
ing of the underlying factors of the integration deficit.

THE CONNECTION BETWEEN READING
ABILITY AND CROSS-MODAL INTEGRATION

The theory and research related to the connection between intersensory inte-
gration ability and the dyslexia phenomenon began in the 1960s with the work
of Birch and Belmont (1964), who suggested that dyslexic readers have diffi-
culty integrating information arriving from the different sensory modalities that
are activated in reading. They claimed that dyslexics exhibit a lack of coordina-
tion between visual-orthographic and auditory-phonological channels already
at the nonlinguistic level. To investigate this assumption, researchers examined

11

Cross-Modal Integration
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the extent to which information provided to one sensory module has to become
available to other modules in order for proper integration to occur (e.g.,
Belmont et al., 1968; Birch & Belmont, 1964, 1965; Blank & Bridger, 1966;
Muehl & Kremenak, 1966). L. Belmont, Birch, and I. Belmont (1968) com-
pared poor and regular readers with respect to their ability to coordinate be-
tween auditory and visual patterns. The auditory patterns were a series of
drumbeats separated by half-second or one-second time intervals and the visual
patterns were dots separated by small or large spatial intervals. Subjects were re-
quested to choose the correct visual pattern out of three alternatives to match
the auditory pattern to which they were exposed. Poor readers achieved signifi-
cantly lower scores than regular readers in accurately matching auditory to vi-
sual and visual to auditory patterns. The audiovisual sensory integration score
was positively correlated with reading achievement in grades one and two and
was found to be sensitive to the development of reading skills (see Berry, 1967;
Kahn & Birch, 1968; Muehl & Kremenak, 1966; Sterritt & Rudnick, 1966, for
similar results). These results suggest that there is a connection between gen-
eral cross-modal integration ability, which does not refer specifically to the lin-
guistic domain, and reading skills at the acquisition stage.

However, P. A. Katz and Deutsch (1964) found that although intersensory
integration was important in acquiring reading in the second, third, and fifth
grades, disturbed auditory perception was the main characteristic of readers
with difficulties. In contrast, Kuhlman and Wolking (1972) showed that for
second graders, visual perception was more essential than intersensory integra-
tion. A number of studies have shown that intersensory integration skills vary
depending on the task used to measure them. For example, Botuck and
Turkewitz (1990) found that presentation of the visual pattern before the audi-
tory pattern facilitates the ability to coordinate between them, while presenting
the auditory pattern first leads to a greater number of errors. Others pointed out
that integration tasks require other skills besides intersensory integration itself,
for example, short-term memory and visual differentiation. They claimed that
there is no way of determining the relative contributions of each of these com-
ponent skills (Whiton, Singer, & Cook, 1975). Similarly, Birch and Belmont
(1964) and others have been criticized for not controlling for the effect of an
intramodule deficit that may have been the source of the intermodule difficul-
ties they reported (Vellutino, Bentley, & Phillips, 1978).

In recent years, the introduction of the connectionist theory of word reading
(Seidenberg & McClelland, 1989) and the rise of the PDP (Seidenberg &
McClelland, 1989) model of word reading have renewed interest in integration
theories. It has been claimed that skilled reading is dependent on fast, auto-
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matic, and interactive integration of information coming from visual-ortho-
graphic and auditory-phonological sources concerning written materials
(Booth et al., 1999). The basic research question in this field is whether a task
requiring intersensory integration implies that the relevant systems are acti-
vated simultaneously or serially (see the dual route model; Coltheart, Curtis,
Atkins, & Haller, 1993; Coltheart & Rastle, 1994).

Upholding the PDP model of processing information in word identification,
Booth et al. (1999) suggested that the phonological presentation of written
symbols was already activated at the pre-lexical level when the readers began to
visually identify the written symbol. According to these researchers, the phono-
logical and orthographic activation occurred in parallel. Furthermore, Dijkstra,
Frauenfelder, and Schreuder (1993) examined whether graphemes and pho-
nemes are activated in parallel or whether they inhibit one another during bi-
modal word identification. They suggested that there is mutual, bidirectional
activation occurring quickly and automatically between representations of
graphemes and phonemes of the written symbol. In their data, no evidence of
inhibition between the visual and auditory processing modules were found.
This led them to conclude that phoneme–grapheme effects do not require lexi-
cal mediation (words). In addition, they found evidence supporting the hypoth-
esis that graphemic representations play a role in auditory word identification
and that phonemic representations are important in visual word identification.
Frost and L. Katz (1989) reached similar conclusions regarding the bidirec-
tionality of cross-modal activation.

Whatmough, Arguin, and Bub (1999) also examined whether phonological
representations directly activate or inhibit orthographic representations. They
used a lexical decision task in which an auditory stimulus (auditory priming)
was presented almost simultaneously with a visual stimulus. To encourage deci-
sions based solely on orthography, the visual stimuli were a word and a
homophonic nonword (e.g., height/hite), such that decisions could not be
based on phonology or meaning. The task was performed under two conditions:
with and without auditory priming. The subjects were three brain damaged
adults with surface dyslexia, who were compared to 12 university students with
normal reading skills. Reaction times of dyslexic subjects were significantly
shorter in the auditory priming condition, except when original reaction times
were less than one second, in which case auditory priming did not shorten them.
Among normal readers, auditory priming had an inhibitory effect, lengthening
reaction times in comparison to the nonpriming condition, when words of high
frequency in the language were presented. Whatmough et al. (1999) suggested
that speed at which readers process visual orthographic information influences
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the involvement of the auditory processing in word identification. If the visual
identification of the word is notably slow (over 1 s), then there will be facilita-
tion to the auditory modality, whereas in very fast visual word identification
processes there will be inhibition for auditory information.

Moreover, Yap and Van der Leij (1994) suggested that among developmen-
tal dyslexics, the joint activation between phonological and orthographic sys-
tems is violated due to difficulties in phonological processing. The dyslexic
reader compensates for these difficulties by reading words holistically. This of-
ten leads to incorrect decoding of new words, due to the inability to break down
words into their component phonemes.

The use of advanced technologies for measuring brain activity (PET, fMRI,
ERP, and MEG) during cross-modal integration has begun to show systematic
evidence regarding the neuronal networks involved in these cross-modal opera-
tions. Specific roles are increasingly defined for the superior temporal sulcus,
the inferior parietal sulcus, regions of the frontal cortex, the insula, and the
claustrum (see Calvert, 2001, for a review). Giard and Peronnet (1999) found
that subjects were more accurate and rapid during identification of objects pre-
sented multimodally rather than unimodally. They suggested that multisensory
integration is mediated by flexible, highly adaptive physiological processes that
can take place very early during sensory processing and operate in different ways
in sensory-specific and nonspecific cortical structures. Using imaging technol-
ogy to examine neural activity in multisensory cortical regions in normal and
learning disabled readers, Hayes et al. (2003) discovered altered patterns of
connectivity among primary sensory and multisensory processing areas in learn-
ing disabled subjects (see Pugh et al., 2000, as well). This led them to suggest
that reading deficits in these individuals may be caused by deficits in the inte-
gration of multisensory information.

At present, there are two dominant theories regarding the integration of sen-
sory input (see Olson, Gatenby, & Gore, 2002). The site-specific integration
model suggests that special purpose regions of the cortex process specific combi-
nations of sensory input. This model is supported by neuroanatomical and
neurophysiological evidence, which identify association areas of the brain that
only process specific stimulus combinations (Olson et al., 2002).

In contrast, the communication relay model suggests that neural areas that
process single unimodal stimuli also process multisensory stimuli, and each mo-
dality accesses the other modality through a subcortical relay area. Olson et al.
(2002) examined the two competing hypotheses using fMRI to examine activa-
tion patterns of subjects integrating audiovisual stimuli (audiovisual speech)
under temporally synchronized and desynchronized conditions. The findings
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lent support to the communication relay model. Synchronized audiovisual
stimuli activated many of the same sensory-specific brain areas that were acti-
vated by desynchronized stimuli. This was taken to indicate that these areas
matter both for unimodal and for multimodal processing. Integrated sight and
sound also activated the claustrum/putamen, indicating that this area may be a
potential sensory relay area.

Raij, Uutela, and Hari (2000) recorded the neuromagnetic cortical response
to auditorily, visually, and audiovisually presented single letters, which have au-
ditory (phonemic) and visual (graphemic) qualities. The auditory and visual ac-
tivation initially converged at around 225 ms after stimulus onset, followed by
interaction predominantly in the right temporo-occipito-parietal junction
(280–345 ms) and the left (380–535 ms) and right (380–540 ms) superior tem-
poral sulci. These multisensory brain areas are believed to play a role in audiovi-
sual integration of phonemes and graphemes. Brain areas that participate in au-
diovisual integration are expected to show signs of convergence. This means
that activation evoked by stimulation from two modalities jointly differs from
the sum of unimodal activations stemming from either of the modalities sepa-
rately. The aim was to study the audiovisual integration mechanisms of the
brain for letters. Subjects were requested to identify letters of the Roman alpha-
bet based on auditory, visual, or audiovisual presentations. Audiovisual letters
were presented under both matched and randomly paired (nonmatching) con-
ditions, and meaningless auditory, visual, and audiovisual stimuli were used as
controls. The results show that for audiovisual stimuli, the sensory-specific au-
ditory and visual projection areas were first activated strongly at 60–120 ms,
and these activations were forwarded to multisensory areas that received maxi-
mal input from both modalities around 225 ms. For matching letters, which are
known to have been associated through previous learning, a suppressive inter-
action around 380–150 ms was observed, which was significantly weaker for
control stimuli and nonmatching letters. Raij et al. (2000) suggested that con-
vergence and interaction of the auditory and visual activations led to integra-
tion of phonemes and graphemes. Audiovisual interaction was prominent in
the following brain areas. Left frontoparietal and right frontal regions showed
early interaction that did not differentiate between letters and control stimuli.
Interaction in the right temporo-occipito-parietal junction and the left and
right superior temporal sulcus occurred later and was stronger for letters than
for controls. This suggests that the learned association between phonemes and
graphemes results in an organizational change in these brain areas. The left pos-
terior STS, part of Wernicke’s area, showed notable integration in all subjects.
The left STS has also been implicated in auditory processing of visually pre-
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sented letters (Sergent, Zuck, Levesque, & MacDonald, 1992) and in visual im-
agery of auditorily presented letters (Raij, 1999).

OUR CROSS-MODAL STUDIES

The connectionist model of reading (PDP) (Seidenberg & McClelland, 1989)
portrays word reading as a process that relies on parallel processing in the visual-
orthographic, auditory-phonological, and semantic systems. Seidenberg and
McClelland (1989) suggested that the amount of activation in each system is an
outcome of the level and quality of the reading process. Breznitz (2003b) and
Breznitz and Misra (2003) put forward an additional idea suggesting that the
speed at which information is processed within and between the three systems is
one of the underlying factors of the quality of word recognition. This hypothesis
was based on the notion that each of these three systems is located in a different
brain site and processes information in different manners and at different
speeds. The visual-orthographic system processes information holistically,
whereas the auditory-phonological system does so sequentially. In addition, at
the cognitive level, reading and reading-related information is processed at dif-
ferent stages of activation. First, the printed stimuli must be discriminated at
the perceptual stage. After this, they must move along for processing in short-
term memory and working memory systems. Once they have been recognized
semantically, they are stored in the mental lexicon in long-term memory. The
printed stimuli involved in this process include different forms of representation
(visual, acoustic, and semantic). Moreover, at the end of the process, the infor-
mation from the different modalities and systems must be integrated in order to
form an exact word pattern. As each grapheme has only one phoneme, informa-
tion regarding the printed material to be decoded must arrive in a precise and
timely fashion. The data presented in chapters 9 and 10 point to speed of proc-
essing differences in the visual-orthographic and auditory-phonological sys-
tems between dyslexic readers and regular readers. The dyslexic readers
processed information in the two modalities at significantly slower rates than
the regular readers. It was hypothesized that this slowness might affect cross-
modal integration, thereby impairing word reading effectiveness.

The following research project was designed in an attempt to systematically
measure cross-modal integration in dyslexic and regular readers. We used the
same subjects that participated in the project that measured speed of processing
of the visual and auditory modalities (see chaps. 9 and 10). Participants were 50
dyslexic and 50 regular reading university students. Tasks included nonlin-
guistic (flashes and tones) and linguistic (letters, syllables and words-pseudo-
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words) stimuli, presented in the visual and auditory modalities simultaneously.
Behavioral (reaction time and accuracy) and electrophysiological measures us-
ing ERP methodology were incorporated.

CROSS-MODALITY TASKS BEHAVIORAL EXPERIMENTS

Threshold of Simultaneous Identification

In order to determine each subject’s baseline for identifying whether two stimuli
presented in each modality (auditory and visual) are simultaneous or sequen-
tial, the following procedure was administered. The first step of the cross-
modality integration was to determine the threshold at which subjects identi-
fied which modality came first, the visual or the auditory, and when they saw
and heard visual and auditory stimuli simultaneously. For this purpose, four ex-
periments were designed. In each task, two stimuli were presented to the subject
at a time, one in the visual modality and the other in the auditory. The tasks
were as follows:

1. The first task included nonlinguistic visual flashes and auditory beeps as
stimuli.

2. The second task included the visual syllable (hak) and its corresponding
auditory phoneme “hak.”

3. The third task included visual and auditory presentations of a one-
syllable word—“��” (means “me,” pronounced “li”).

4. The fourth task included visual and auditory presentations of a one-
syllable pseudoword—“��” (pronounced “il”).

The stimuli in each task were presented in the visual and auditory modalities
at different time intervals of 0–1,000 ms in 50-ms increments in three different
conditions. In condition 1, the visual stimulus came before the auditory stimu-
lus. In condition 2, the auditory came before the visual. And, in condition 3,
they were presented simultaneously. The conditions were presented randomly
to the subjects at the various time intervals. The subject was requested to press
one of three keyboard buttons corresponding to each condition.

Results. As indicated in Tables 11.1 and 11.2, a between-groups t-test
analysis was performed on each condition in each experiment. There were two
parameters in each experiment. In each parameter, there were two measures:

CROSS-MODAL INTEGRATION 201

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



a. Visual and auditory “Minimum Threshold Time” for each subject repre-
sents the minimum time gap required between the two stimuli for the sub-
ject to identify the order of presentation (Table 11.1).
1. The threshold time for the subject to identify three consecutive times

that the visual stimulus appeared before the auditory stimulus.
2. The threshold time for the subject to identify three consecutive times

that the auditory stimulus appeared before the visual stimulus.
b. The minimum time gap required for the subject to perceive that the visual

and auditory stimuli appeared simultaneously (Table 11.2):
1. The threshold time for the subject to identify when the visual and the

auditory stimuli appeared simultaneously when the visual stimuli
came before the auditory one.

2. The threshold time for the subject to identify when the visual and the
auditory stimuli appeared simultaneously when the auditory stimuli
came before the visual one. As indicated by the results in Table 11.1
and Figs. 11.1–11.3, significant between group differences were found
in the threshold times of all research parameters. The gaps in all
threshold times were wider in the dyslexic group.

Table 11.1 indicates that the average minimal threshold time (MTT) re-
quired in order to discern which modality comes first is about 400 ms for the dys-
lexics and about 250 for the controls. This modalities time gap appears to be
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TABLE 11.1
Threshold Decision Time

M SD F P

I. Nonlinguistic Dyslexic 414.28 259.40 13.05 .001
Auditory minimal threshold time Regular 233.78 154.134
I. Nonlinguistic Dyslexic 428.57 231.13 7.76 .007
Visual minimal threshold time Regular 285.71 196.50
I. Syllable Dyslexic 425.71 271.80 4.86 .031
Auditory minimal threshold time Regular 288.05 191.62
I. Syllable Dyslexic 412.85 89.10 4.38 .033
Visual minimal threshold time Regular 347.22 78.48
I. Word Dyslexic 395.71 220.41 8.54 .005
Auditory minimal threshold time Regular 270.27 136.14
I. Word Dyslexic 364.70 273.45 6.97 .010
Visual minimal threshold time
I. Nonword Dyslexic 391.42 206.68 7.27 .009
Auditory minimal threshold time Regular 269.44 173.31
I. Nonword Dyslexic 455.71 294.25 15.87 .000
Visual minimal threshold time Regular 172.97 132.59
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necessary for each group regardless of whether the visual or the auditory stimu-
lus comes first and regardless of the complexity of the task.

Table 11.2 indicates that when two stimuli from the visual and the auditory
modalities were presented separately with variable time gaps between them, it
took a smaller time gap for controls than for dyslexics to make them state that
the stimuli appeared simultaneously. Regardless of whether the visual or the au-
ditory stimulus appeared first and regardless of the difficulty of the tasks, the be-
tween modalities average time gap for dyslexics to perceive the stimuli as simul-
taneous was between 250 ms and 350 ms, whereas it was about 100 ms for the
controls. This indicates that a minimal threshold time and a minimal between
modalities time gap is required for cross-modal identification and synchroniza-
tion in the two groups of readers. Neither the controls nor the dyslexics identi-
fied the cross-modal tasks accurately when the two stimuli really appeared si-
multaneously in the two modalities. The minimal time gap was larger among the
dyslexics because it was based on a wider time asynchrony between the visual
and the auditory information.

Modalities Matching Tasks

The purpose of these experiments was to examine the subjects’ ability to match
auditory and visual linguistic information arriving from the two modalities at
different time gaps. The experiment included syllable, word, and pseudoword
stimuli.

Syllables. The purpose of these experiments was to examine the subjects’
ability to integrate linguistic information between the auditory and visual chan-
nels. Each subject heard a syllable and saw a syllable and had to decide if the two
syllables were different or identical. The subject saw the first syllable on a com-
puter screen and heard the second syllable through a computer sound blaster.
There were a total of 80 stimuli pairs. Half of these began with the visual stimu-
lus and half with the auditory. Half the pairs were identical and half were differ-
ent. Reaction time and accuracy for each stimulus pair was measured during
two experiments.

1. In the first experiment, the ISI between stimuli was manipulated with half
of the stimuli having an ISI of 40 ms and half of 120 ms. The presentation time
for the visual stimuli was 200 ms, whereas presentation time for the auditory
stimuli was syllable dependent.
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Results: Accuracy was almost perfect for both groups, but there was a main
time effect between groups, F(8, 92) = 5.66, p < .002. The dyslexics were slower
than the controls by about 25%. A main effect of stimulus type was also ob-
tained, F(8, 92) = 3.91, p < .04. RT was longer for different stimuli types. A
group by stimuli type effect was also found, F(8, 92) = 5.01, p < .02. RT for the
dyslexics was longer. There was no main effect of ISI.

2. In the second experiment, the presentation time of the visual stimuli was
manipulated with the presentation time of half the pairs set at 200 ms, and that
of the other half at 50 ms. The auditory presentation time was syllable depend-
ent. The ISI between the two stimuli was 120 ms.

Results: Accuracy was almost perfect for both groups. There was a main time
effect of group, F(8, 92) = 5.87, p < .002. The dyslexics were slower than the
controls on most tasks. A main effect of stimuli type was also obtained, F(8, 92)
= 4.21, p < .03. RT was longer for different stimulus types. A group by stimulus
type effect was also found, F(8, 92) = 5.01, p < .02. RT for the dyslexics was
longer. No main effect of ISI was found.

Words. The purpose of these experiments was to examine the subjects’
ability to integrate linguistic information (verbal) between the auditory and vi-
sual channels. Each subject heard and saw one-syllable words and had to decide
if the two were different or identical. The subject saw the word on a computer
screen and heard the second word through a computer sound blaster. There
were a total of 80 stimuli pairs. Half of them began with the visual stimuli and
half with the auditory stimuli. Half the pairs were identical and half were differ-
ent. Two experiments were conducted:

1. In one experiment the ISI between stimuli was manipulated with half of
the stimuli having an ISI of 40 ms, and the other half of 120 ms. The presenta-
tion time of the visual stimuli was 300 ms and the presentation time of the audi-
tory stimuli was word dependent.

Results: As indicated in Table 11.3, accuracy was almost perfect for both
groups on all tasks. A main effect of group was found for RT, F(8, 92) = 8.11, p <
.00. The dyslexics were slower on all tasks than the controls. A main effect of
modality in RT was also obtained, F(8, 92) = 5.23, p < .002. RT was longer in
both groups when the words were presented first in the visual modality, as com-
pared to the auditory modality. No main effects of stimulus type or ISI were
found. For both groups, RT for different and identical words for ISIs of 40 ms or
120 ms was similar.

2. In the other experiment, the presentation time of the visual stimuli was
manipulated with the presentation time of half the pairs set at 100 ms and that
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of the other half at 300 ms. The auditory presentation time was word depend-
ent. The ISI time between the two stimuli was 120 ms. Reaction time and accu-
racy for each stimulus pair was measured during these experiments.

Results: As indicated in Table 11.3, accuracy was almost perfect for both
groups on all tasks. A main effect of group for RT, F(8, 92) = 2.97, p < .01, was
found. The dyslexics were slower on all tasks than the controls. A main effect of
modality in RT was also obtained, F(8, 92) = 4.33, p < .02. RT was longer for the
two groups when the words were presented first in the visual modality as com-
pared to the auditory. No main effect of stimulus type or presentation time was
found. For both groups, RT for different and identical words for an ISI of 100 ms
or 300 ms was similar.

Stage 2: ERP Measures

The second stage of cross-modal integration studies included EEG measures
with ERP methodology (see chap. 8 for a detailed description). Both non-
linguistic (beeps and flashes) and linguistic (graphemes and phonemes) stimuli
were used.

The Tasks

Nonlinguistic. A visual, auditory, and cross-modal processing task (Mey-
ler & Breznitz, 2003) was administered. This task consisted of 150 stimuli, in-
cluding 50 beeps occurring alone (1,000 Hz), 50 flashes occurring alone, and 50
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TABLE 11.3
Cross-Modality Integration

Cross-Modality Integration

Dyslexics Controls

M SD M SD F Sig.

Pairs of words written the same, RT 1461.32 603.21 1110.00 109.11 7.74 .001
Pairs of words written differently, RT 1268.33 439.42 966.02 129.91 8.67 .006
Pairs of words written the same, AC 52.09 .48 53.12 .23 1.77 ns
Pairs of words written differently, AC 46.11 .41 47.00 .23 2.03 ns
Pairs of words sound the same, RT 1233.30 186.01 1002.09 171.42 4.52 .04
Pairs of words sound different, RT 1288.16 234.87 1189.78 101.22 3.62 .06
Pairs of words sound the same, AC 47.58 17.44 58.40 15.45 3.95 .05
Pairs of words sound different, AC 48.94 17.34 60.00 13.55 4.40 .04
Pseudoword sound like real word, RT 1713.61 345.80 1208.227 190.87 22.30 .001
Pseudoword not sound like real word, RT 1880.09 416.32 1261.09 188.92 14.03 .001
Pseudoword sound like real word, AC 46.33 3.22 54.11 3.08 5.32 .02
Pseudoword not sound like real word, AC 47.56 4.88 57.01 2.98 7.08 .01
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beeps and flashes occurring simultaneously. The subject pressed one button of
the joystick when either the beep or the flash occurred separately (x100) and
another button when they occurred simultaneously (x50). Offline analysis dif-
ferentiated between the auditory, visual, and simultaneous segments.

Analysis of the ERP data identified two brain wave components: P200,
which represents perception, and P300, which represents processing. As Table
11.4 and Figs. 11.1 and 11.2 indicate, cross-modal processing time at the per-
ception stage (P200) was similar for dyslexics and controls. Significant differ-
ences appeared at the processing stage (P300) and in reaction time (RT) at the
output stage. The dyslexics were slower than the controls in both stages of acti-
vation.

Linguistic. Another visual, auditory (see chap. 8), and cross-modal proc-
essing task (Meyler & Breznitz, 2003) was administered. This task consisted of
150 letter “bet” (/b/, �) stimuli, of which 50 were presented via headphones
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TABLE 11.4
Lower Level Nonlinguistic Tasks ERP Data

Controls Dyslexics

P200 P300 RT P200 P300 RT

Cross-modalities
integration

250.11
(66.01)

381.29
(63.56)

421.62
(29.01)

261.34
(34.76)

463.21
(72.12)

601.62
(38.09)

FIG. 11.1. Cross-modality nonlinguistic integration: Comparison of adult
regular and dyslexic readers.
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alone, 50 were presented on the computer screen alone, and 50 were presented
simultaneously via the two modalities. The subjects pressed one button of the
joystick when either the sound or the sight of the letter occurred separately
(x100) and another button when they occurred simultaneously (x50). Offline
analysis differentiated between the auditory, visual, and simultaneous seg-
ments. As can be seen from Table 11.5 and Fig. 11.3, the dyslexics were slower
than the controls on most of the cross-modal tasks.

In sum, the central role of the integration process in word reading was re-
vived due to the PDP model, which portrays word reading as a process that re-
lies on various sources of information that are activated simultaneously, and to
the use of imaging techniques, which identify brain areas where activation oc-
curs during word reading. As in previous studies, our data consistently con-
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FIG. 11.2. Cross-modality integration: A comparison between dyslexic and
normal readers.

TABLE 11.5
Linguistic Level Tasks ERP Data

Regular Readers Dyslexics

P200 P300 RT P200 P300 RT

Cross-modalities
integration

198.21
(79.32)

405.39
(59.01)

489.38
(33.19)

296.54
(58.34)

561.17
(45.71)

821.76
(77.10)
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firmed the slowness of dyslexics in performing bimodal tasks compared to
unimodal tasks. The RT was significantly longer and the latencies of P2 and P3
ERP components appeared later in the dyslexics group than in the controls in all
of the experimental tasks. The slowness of the dyslexics when processing
nonlinguistic information arriving simultaneously from the visual and the audi-
tory modalities appears in the working memory stage (P3) where the decision
concerning the type of the stimulus has to take place. This slowness continues
on to the output stage (RT). When processing linguistic tasks, this slowness ap-
pears already as early as the perception stage (P2) and is maintained in the
working memory (P3) and the output stages (RT). Processing linguistic infor-
mation is the center of the problems of dyslexics.

Moreover, we have found that for the dyslexic readers the identification of
which modality presents the stimulus first relies on a wider time gap in the ap-
pearance of the stimuli from the two modalities. The dyslexics require a be-
tween modalities time gap of about 400 ms and the controls one of only about
100 ms in order to identify which modality presents the stimulus first. The deci-
sion of when the visual and auditory stimuli were heard and seen simultaneously
also required time gap between their appearances, of about 200–300 ms for dys-
lexics and about 100 ms for the controls. As the effectiveness of decoding word
requires a simultaneous processing of the grapheme and the phoneme forms of
the word, any delay might impair the process of word decoding accuracy. The
wider between modalities time gap exhibited by dyslexics, together with their
slowness in performing cross-modal and unimodal tasks, may affect their ability
to synchronize in time any information arriving from more than one source of
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FIG. 11.3. Cross-modality linguistic integration: Comparison of regular and
dyslexic readers.

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



information. It is well documented that effective word decoding requires tem-
poral integration of the information arriving from the modalities and the sys-
tems that are activated in the process. The wider the SOP gap between the
components, the higher the demands for the between components synchroni-
zation. This idea has led to the “asynchrony theory” as an explanation of word
decoding impairment in dyslexic readers. The theory is discussed in the next
chapter.
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The synchronization hypothesis (Breznitz, 2001a, 2003b; Breznitz & Misra,
2003) proposes that accurate integration of information in decoding words can
occur only when the modalities and brain systems are in synchronization with
each other. Breznitz (2001a) and Breznitz and Misra (2003) proposed that a
successful synchronization is based not only on the content of the information,
but also on the speed at which the information is processed and transferred
within and between the various systems activated in the process. Conversely,
the asynchrony phenomenon stems from a lack of speed coordination in the
modalities and brain systems. Thus, this phenomenon can only exist if the fol-
lowing criteria are met: (a) More than one system and/or stage of cognitive op-
eration is involved in the processing task. (b) There are differences in the speeds
at which each entity processes information. (c) The SOP of the various entities
is not sufficiently coordinated to allow effective integration.

Chapters 9, 10, and 11 present data from a systematic research project aimed
at measuring the speed of processing of the visual and auditory modalities as
well as cross-modal integration in regular and dyslexic readers when processing
nonlinguistic and linguistic information at different levels of complexity. The
experiments used behavioral and electrophysiological measures, which enabled
us to trace the speed (SOP) at which each modality processes various levels of
information, from the stimulus perception stage (indicated by P200 latency at
CZ electrodes) to the short-term (STM) and working memory (WM) stages
(indicated by P300 latency at CZ electrodes) to the output stage (reaction time
and accuracy) of the single modality activity.

12

The Synchronization
Phenomenon
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We have consistently observed a relative slowness of dyslexics as compared
to regular age-matched readers in processing information in the visual, audi-
tory, and cross-modal integration. This slowness appeared when processing
both lower level nonlinguistic and linguistic information and higher level lin-
guistic information. The slowness was displayed at the various stages of infor-
mation processing, from the perception (P2) to the working memory (P3) and
output stage (RT). Moreover, cross-modal integration processing in the dys-
lexic readers appeared to require a wider time gap between the information ar-
riving from the visual and the auditory modalities, which might cause
asynchrony between two modalities in processing information.

RESEARCH ON THE ASYNCHRONY HYPOTHESIS

In an attempt to study the asynchrony hypothesis, several “cross-modality gap
scores” were computed from the three sets of single-modality experiments that
were presented in chapter 10. The subjects were young and adult dyslexic and
regular readers. In each experiment, three gap scores were computed: P2 gaps,
P3 gaps, and RT gaps. This allowed us to calculate the scores for the different
stages of information-processing activation. The scores were computed for each
subject based on subtraction of the measures in the visual experiments from
those in the auditory experiments. These scores were as follows: a lower level
nonlinguistic gap score (visual minus auditory), a lower level linguistic gap
score (visual minus auditory), and a higher level gap score in the lexical decision
task (orthographic/words minus phonological/pseudowords). The new ERP-
gap scores were calculated according to the peak amplitudes of the P200 and
P300 ERP components at the Cz electrode for each type of stimulus. The RT
gap scores were calculated according to RT of each experiment.

The patterns of the mean gap scores in P200, P300, and RT for the dyslexics
and controls in the young and adult groups are presented in Figs. 12.1–12.5.
Dyslexic and normal readers significantly differed in terms of their lower level
nonlinguistic and linguistic gap scores. The same was true of the higher level
pseudowords and words gap score for the P200, P300 latency, and RT. In each
of the comparisons, the gap scores were significantly larger in the dyslexic group
than in the control group. However, Figs. 12.1–12.5 indicate that despite these
cross-modal time gap differences, the patterns of gaps were similar across both
types of readers at each stage of activation.

The relations between the word decoding fluency score (which consisted of
words and pseudowords read accurately in a minute—see chap. 11; Breznitz,
2002; Breznitz & Misra, 2003) and gap scores were measured for each group of
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subjects separately. In the young dyslexics group, the gap score of P300 on the
linguistic lower level task (graphemes–phonemes) was most highly correlated
with the word decoding fluency score (r = .67, p < .001). In the adult dyslexic
group, the highest correlation was with the P300 gap score of the pseudowords
minus the words (r = .62, p < .001). In the young and adult regular reader
groups, no significant correlation was found with any of the gap scores. How-
ever, as our previous data indicated (Breznitz, 2002; Breznitz & Misra, 2003), in
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FIG. 12.1. Gap score auditory minus visual nonlinguistic: Comparison of
young regular and dyslexic readers.

FIG. 12.2. Gap score auditory minus visual nonlinguistic: Comparison of
adult regular and dyslexic readers.
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FIG. 12.3. Gap score auditory minus visual linguistic: Comparison of young
regular and dyslexic readers.

FIG. 12.4. Gap score auditory minus visual linguistic: Comparison of adult
regular and dyslexic readers.
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the young regular readers group the word decoding fluency score correlated
with the P300 latency in the linguistic (phoneme discrimination) auditory task
(r = .42, p < .001) and in the adult regular readers group it correlated with the
P200 latency in the same linguistic auditory task at the level of phoneme dis-
crimination (r = .51, p < .001).

These data suggest that, at least for the type of tasks performed in this study, in
normal processing the early sensory stages of processing at the level of feature de-
tection–perception (i.e., Luck & Hillyard, 1994) and item encoding (i.e., B. R.
Dunn et al., 1998) in the auditory modality are vital for word decoding fluency.
Whereas for the young regular readers group most of the activity occurs in the
processing stage (P300), among regular adult readers most of the activity takes
place in the early sensory processing stage (P200). For normal readers, SOP in the
auditory modality is crucial for a fluent word decoding process. However, for the
young and adult dyslexics, the cross-modal time gap in the processing stage
(P300) was found to be crucial for fluent word decoding to occur.

Among young dyslexics, dysfluency in word decoding relates to a larger time
gap score at the lower linguistic level (phonemes minus graphemes). However,
among adult dyslexics, decoding dysfluency relates to larger time gap scores at
the higher linguistic level (pseudowords minus words). Thus, the larger time
gap score observed for adult dyslexics (but not for regular readers) between the
orthographic and phonological systems may reflect lower degrees of synchroni-
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FIG. 12.5. Gap score pseudowords minus words: Comparison of adult regular
and dyslexic readers.
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zation between the two systems, which impairs fluent word decoding. This idea
is further developed in the following section.

Note that the adult subjects in the study were compensated adult dyslexics at
university level, who had been exposed for years to printed materials and had
received remedial training. These subjects recorded decoding accuracy levels
that were similar to those of normal readers (see chap. 9). This lends support to
the thesis that their dyslexia was primarily due to slow and dysfluent word de-
coding. Importantly, our results indicate that dysfluent word decoding can be
seen as a result of asynchrony between the speed of processing of the modalities
and systems involved in reading. Larger gap scores increase the degree of
dysfluency in word decoding.

The asynchrony phenomenon has been observed in young and adult dyslex-
ics (Breznitz, 2002; Breznitz & Misra, 2003). The evidence presented in chap-
ters 9 through 11 indicates that dyslexics may suffer from slow information
processing in the various components and at the various stages of activation.
However, this slowness is not consistent in the two modalities and in the two
systems. In some tasks, the visual modality is faster than the auditory, whereas
in others the opposite is the case.

Our data pointed to a between modalities gap in processing time in the regu-
lar reader groups. We suggest that there is a natural SOP gap score that charac-
terizes normal readers. There is a normal between modalities gap score resulting
from the biological constraints of the modalities and systems. This natural gap is
also a function of task-specific requirements and of the age of the subjects. In
other words, dysfluency in word decoding can be caused for different reasons in
different age groups. Word decoding fluency among young dyslexics is based on
the lower level grapheme/phoneme speed of correspondence, whereas among
adults decoding fluency is an outcome of synchronization at the higher phono-
logical and orthographic levels. This raises the issue of why the asynchrony phe-
nomenon was found among adult dyslexics only at higher level processing
stages (i.e., at the word level). Breznitz and Misra (2003) suggested that because
the language components (graphemes and phonemes) are limited in number,
adult dyslexics over the years may have been exposed to the same alphabetic
codes long enough to store them as patterns to be retrieved automatically when
needed. But there is a large number of words in any given language, and the
number of times that the reader meets the same word is limited. Together with
the general time limitations of dyslexics when processing information, this may
prevent them from developing fluent word decoding skills.

In addition, Breznitz (2000) and Breznitz and Misra (2003) pointed out that
synchronization in word reading may also be based on the time that elapses be-
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tween the perception of the stimuli (the peak latency of P200) and the process-
ing stage (peak latency of P300). Our data showed a longer gap between the two
processing stages for dyslexics than for regular readers in both age groups.
Breznitz (2000) and Breznitz and Misra (2003) suggested that this time gap be-
tween the perception and processing stages may be another source of
asynchrony in the information-processing activity and may impair word read-
ing. The evidence presented in Table 12.1 supports this thesis.

Table 12.1 indicates that, among dyslexics, neither the lower levels nor the
higher levels of word decoding processing may have ended at the early sensory
stage, and dyslexics may need additional time and resources to complete this
processing. The long between stage gap scores may point to deeper effort of the
brain to solve the problem, particularly for more difficult tasks. The higher order
cognitive processes at the stimulus evaluation and categorization stage (as man-
ifested by longer P300 latencies) may thus result from slowness among adult
dyslexics. This speed gap score between the processing stages within the task in-
dicates that there is another reason behind the information-processing slow-
ness of dyslexics, which affects fluent word decoding process.

In sum, it can be concluded that dyslexics are slower at processing reading
and reading-related information. The slowness is expressed specifically when-
ever it is necessary to integrate information from different brain sources. The
combination of a longer transformation time between the cognitive stages and
an asynchrony between the processing time of the visual and auditory modali-
ties and the orthographic and phonological systems ought to be viewed as a core
determinant of fluent word decoding.
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TABLE 12.1
Within Task Latency Differences (Temporal Gap)
Between P200 and P300 ERP Components at Cz

Test

Control Dyslexic
Group

Comparison

M SD M SD t(2,78)

Auditory nonlinguistic 129.15 16.12 134.16 33.27 ns
Visual nonlinguistic 166.98 21.13 241.7* 56.33 6.16**
Auditory linguistic 110.11 27.98 135.89 43.23 ns
Visual linguistic 147.66 17.11 212.35 47.81 8.41**
Words 165.34 12.37 189.01 15.33 ns
Pseudowords 172.32 26.65 267.56 55.15 12.02**

*p < .01. **p < .001.
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The central nervous system changes developmentally and as an outcome of ex-
periences in a lifetime. Changes occur at various levels of cerebral organization,
at the molecular-synaptic level, in cortical mapping, and among systems (i.e.,
plasticity between modalities). Functional changes in cerebral organization can
occur at any developmental stage, and they range from slight changes in bound-
aries of functional areas to cross-hemispherical changes (Papanicolaou et al.,
2001; Poldrack, 2000). Plasticity has a central function in the normal develop-
ment of the nervous system. The nervous system is a mechanism that enables
adaptation and responsiveness of the central nervous system to exogenous and
endogenous inputs. After completion of cerebral development, plasticity be-
comes less dominant in neural functions, even though it remains active in the
mature system. Brain damage inflicted in childhood has been found to cause less
behavioral and cognitive deficits than similar damage in adulthood (Stiles,
2000). This indicates that the developing brain can rearrange patterns and net-
works of connections better than the adult brain. Nonetheless, damaged adult
brains may be capable of rearrangement to compensate for neurological deficits
(Stiles, 2000).

TRAINING AND BRAIN PLASTICITY

Learning a skill through training is one of the results of plasticity. It alters rele-
vant cerebral representations and increases cerebral activity according to a
given task. Today, imaging methods allow us to examine the remapping of the

13
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representations that result from training within a wide time frame (Karni,
1996). Conversely, in some cases, decreased cerebral activity occurs as a result
of training. A number of explanations have been offered for this phenomenon.
One hypothesis proposes that the decrease in intensity of cerebral activity oc-
curs as a result of the sharpening of responses in a specific neural network. In
other words, following training, a few neurons in the network fire with high in-
tensity in response to a task stimulus, but most neurons in the network fire with
low intensity in response to the same stimulus (Poldrack, 2000). This has been
observed in most studies employing short-term training with a limited number
of repetitions. Another theory holds that changes in control processes occur as
a result of long-term training, which may cause a decrease in activity levels in
areas that are functionally connected to supervisory mechanisms. As training
progresses, less effort is required. Thus, the need for supervision gradually de-
creases, until the task is performed automatically.

The prefrontal lobe is a cerebral area associated with executive supervision
(J. D. Cohen, Braver, & O’Reilly, 1996). The right prefrontal area is related to
suppression of irrelevant responses (Garavan, Ross, & Stein, 1999), whereas
the left prefrontal area is involved in the selection of verbal responses from a
range of possible responses (Thompson-Schill, D’Esposito, Aguirre, & Farah,
1997). The involvement of each of these areas decreases with training. Supervi-
sion of errors is an additional aspect of task supervision. The anterior cingulate
gyrus is specifically involved in the detection of errors during task performance
(Carter et al., 1998). As a task requires less supervision of errors, the areas in-
volved in this process exhibit decreased activity.

Training tends to be related to increases in cerebral activity, or expansion of
activity areas. Many studies have found that these increases occur as a result
of long-term training, which involves multiple repetitions. There are a number
of possible explanations. The increase in cerebral activity may stem from enlist-
ment of additional cortical units following training. Such increases occur in
tasks that require distinction between stimuli characteristics, such as frequency
in the auditory cortex or somatosensory location in the motor cortex. These
stimuli characteristics are presented in topographical brain maps.

Examining brain plasticity of the motor system, Karni et al. (1998) used
fMRI to show how training causes expansion of cerebral activity. Three weeks
of daily training, in which subjects were trained to react to a given vowel se-
quence, produced a wider area of activity in the primary motor region (M1) dur-
ing performance, as compared to a control sequence. The same response was re-
corded 3 weeks after training had ended.

An additional theory holds that increased cerebral activity occurs as a result
of increased synchronization. Long-term training may cause an increase in con-
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nectivity between various cerebral areas, leading to better synchronization be-
tween them. This synchronization is reflected in an increase in synaptic activity
(Chawla, Lumer, & Friston, 1999).

Other imaging studies have similarly found changes in activity areas as a re-
sult of training, which reflect new cortical representations. Posttraining exami-
nations were conducted for periods ranging from a number of hours after train-
ing to a number of days. The results, which varied with the duration of training,
were related to consolidation processes (Karni, 1996). Imaging methods also
showed changes in patterns of cerebral activity during task performance (Karni
et al., in press).

LANGUAGE AND BRAIN PLASTICITY

Research on language and associated brain plasticity following training has
been carried out on two main topics: acquired language disorders (i.e., aphasias)
and developmental dyslexia.

Acquired Language Disorders

C. K. Thompson (2000) recognized that reorganization of cortical networks, re-
lated to language, is best carried out by undamaged portions in the left hemi-
sphere, or homologous areas in the right hemisphere (i.e., frontal areas around
Broca’s, the prefrontal area, or both). Current imaging techniques allow re-
searchers to observe neuroanatomical changes resulting from training, along-
side improvements in behavioral performances. Tracking such changes, Musso
et al. (1999) trained four patients suffering from Wernicke’s aphasia, following
a stroke in the temporoparietal area of the left hemisphere (TMP). They fo-
cused on linguistic comprehension during training, which included 11 sessions
of 8 minutes each, a short token test (sTT), and a PET scan. The results indi-
cated that short-term rehabilitation of linguistic performance correlated with
rapid changes in activation patterns of cortical networks. Improved perfor-
mance on the sTT test was correlated with activation in two cerebral areas: the
right posterior super temporal gyrus (pSTG), an area parallel to Wernicke’s
area, and the posterior section of the precuneus in the left hemisphere.

C. K. Thompson (2000) presented similar results after 32 weeks of linguistic
processing training in a patient with agrammatical aphasia. Before training, most
cerebral activity during processing of sentences occurred in the right Wernicke’s
area (BA 22) and the right dorsolateral prefrontal cortex. After training, activity
expanded around the right Wernicke’s area to areas BA 21 and BA 37, and en-
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compassed the right Broca’s area. These changes in activation were accompanied
by significant improvements in behavioral task performance.

Developmental Dyslexia

A number of researchers have also begun tracing cerebral changes that occur
among developmentally dyslexic readers following training. Two hypotheses
have been proposed regarding cortical changes following training (Simos,
Breier, Fletcher, Bergman, & Papanicolaou, 2000):

1. The normalization hypothesis: Intervention can assist in “correcting” the
reading pathway among dyslexic readers, by creating an identical path-
way to the one created naturally among regular readers in reading acqui-
sition.

2. The compensation hypothesis: Intervention creates a new reading path-
way among dyslexics that does not exist in regular readers.

Most dyslexic readers have difficulty performing phonetic analyses due to
phonological awareness deficits, as observed in both imaging and histological
studies (Rosenberger & Rottenberg, 2002). Various training methods have
therefore been developed to promote reading among dyslexic readers. These
have focused on dyslexics’ difficulties in decoding graphemes into phonemes.
Several researchers (Simos et al., 2000) have claimed that a faulty pattern of
functional connections among language areas underlies differences between
regular and dyslexic readers in word reading. Dyslexic readers exhibit deviant
activation profiles in tasks that require phonological decoding. These profiles
are characterized by significantly lower activation in the left TMP area, com-
bined with higher activation in the homologous area of the right hemisphere
(i.e., reverse dominance).

Simos et al. (2002) examined effects of training on activation patterns of dys-
lexic readers during reading. Eight dyslexic readers were given daily training for
8 weeks, focusing on their decoding and phonological processing abilities. The
control group consisted of regular readers who had never received training. To
compare activation profiles, a magnetic source imaging (MSI) scan, done on a
rhyming task with pseudowords, was performed for both groups before and after
training. In addition, all subjects were given the Woodcock–Johnson (WJ–III)
behavioral diagnosis before and after training. At the behavioral level, no differ-
ences were found in the control group for achievement on the reading tests.
However, all dyslexic subjects exhibited a significant improvement in reading
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skills and improved their achievements to within the normal range. The imag-
ing results indicated changes in activation profiles of the dyslexic subjects,
which corroborated the normalization hypothesis. After training on word read-
ing time, more activity was observed in the left posterior superior temporal gyrus
(pSTG) than in the right homologous area (i.e., reversal to correct dominance)
among dyslexic subjects. But such differences were not found in the control
group. From a temporal perspective, the activated left pSTG area worked
slower in dyslexic subjects compared to control subjects. This suggests that ce-
rebral reading circuitry in dyslexic subjects, although gaining accuracy, may re-
main less efficient.

Further support for the normalization hypothesis was reported by Tallal
(1993), who trained 20 dyslexic subjects for 8 weeks, using a computer program
that trained subjects in skills that are important for reading, including auditory
attention, auditory discrimination, memory, phonological processing, and lis-
tening comprehension. At the behavioral level, improvement on the reading
tests (words, nonwords, and text) led to performance at regular levels. The
fMRI scans that were administered following training supported the normaliza-
tion hypothesis. Training caused increased activity in the left TMP area during
performance of rhyming tasks. This area is adjacent to active areas in regular
readers. Another normalization effect was observed in Broca’s area. Before
training, cerebral activity among dyslexic subjects was focused in the frontal
sections of Broca’s area, whereas in the control group most of the activity was fo-
cused in the posterior sections (BA 6, 44). For the dyslexic group, the activity in
Broca’s area moved to posterior sections after training, achieving closer similar-
ity to activations in control subjects. However, other data arising from the latter
study supported the compensation hypothesis. Following training on a rhyming
task, the experimental group showed increases in the intensity of activity in ar-
eas of the right hemisphere that are homologous to language areas in the left
hemisphere, such as the left Broca’s area. In the control group, these areas were
not active during performance of the task. These findings constitute evidence
for the development of compensation mechanisms as a result of training. In ad-
dition, they are consistent with those of studies on subjects with left hemisphere
damage, for example C. K. Thompson (2000), who showed rehabilitation of
language skills along with increased activity in these areas.

The normalization hypothesis has received additional support with refer-
ence to morphological processing (Aylward et al., 2003). Two groups of chil-
dren, regular and dyslexic readers, were given a series of behavioral tests and an
fMRI scan, performed during phonological and morphological tasks both before
and after training. The dyslexic readers were trained for 3 weeks on various
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reading components: linguistic awareness, alphabetic principles, fluency, and
comprehension. At the behavioral level, the control group exhibited significant
improvement on the Woodcock word reading test, on a morphological mapping
test, and on a vocal reading test of words with and without affixes. Moreover,
the investigators found confirmation for the normalization hypothesis in the
scan results. Consistent with Aylward et al. (2003), training among dyslexic
readers enhanced the intensity of activity in cerebral pathways that are in-
volved in reading, as was the case with the control subjects. Among other areas,
increased activity levels were observed in the left parietal lobe and fusiform
gyrus, and in the inferior, superior, and middle frontal lobes. Regarding the first
two areas, no differences in intensity of activity were found after training. The
researchers emphasized that training led to cerebral activity patterns that were
closer to regular patterns. They also noted that the effects of training were dif-
ferentiated, apparently affecting each reading component separately.

Richards et al. (2000) traced changes in lactic acid shortages among regular
and dyslexic readers following training, using proton echo-planar spectroscopic
imaging. The experimental group received phonological training during 3 weeks,
with each session lasting 2 hours. Training included construction and decon-
struction of syllables and words into phonemes, word decoding using syllable pat-
terns, and vocal reading of texts that contain these words. Moreover, all subjects
had imaging scans administered before and upon completion of training. During
imaging, subjects performed linguistic tasks, such as lexical decision and rhyming
judgment, with listening to words as the baseline, as well as nonlinguistic tasks,
such as listening to different tones and same–different judgments, with listening
to noise as the baseline. After training, all subjects in the experimental group, ex-
cept two, exhibited regular phonological awareness for their age. On the Wood-
cock phonological decoding test, performance ranged between average and be-
low average levels. Additionally, significant improvement was observed in
phonological memory ability, as compared to pretraining evaluations. The imag-
ing results indicated some functional changes in metabolic activity.

Before training, high lactic acid activity was observed among dyslexic sub-
jects in widespread areas of the left frontal quadrant of the brain in contrast with
regular readers, during performance of a phonological judgment task. This cere-
bral region, related to motor aspects of speech, contains sections of the frontal
opercolumn, Broca’s area, and the front temporal lobe, as well as areas within
the frontal lobe associated with executive functions. After training, dyslexics’
lactate levels in the previous region, now less dispersed, were not different from
those of the control group. The control group’s pattern of activity did not
change between examinations.
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Not all studies used phonological methods for training subjects with reading
or language difficulties. Temple et al. (2000) offered support for the “rapid proc-
essing hypothesis,” which proposes that phonological processing difficulties
among dyslexic readers reflect a basic deficit in processing and integration of
rapid signal sequences. According to this hypothesis, difficulties in processing
rapid acoustic signals impair the ability to distinguish between acoustic clues,
which are essential for phoneme discrimination. This impairment prevents the
development of clear, stable phonological representations among dyslexic read-
ers, causing difficulties in phonological processing. In this experiment, differ-
ences in brain activity patterns of regular and dyslexic readers were investigated
with a rapid, nonlinguistic acoustic stimulus and a slow stimulus. To examine
the neurological changes that occur as a result of training, three subjects were
trained with a computer program, which improves rapid, sequential processing
using linguistic and nonlinguistic stimuli. The training included 100 minutes of
daily training for an average of 33 days.

The results indicated that, among regular readers, the left prefrontal cortex
(especially BA 46/10/9) was sensitive to rapid changes of nonlinguistic acoustic
stimuli. This area exhibits increased activity during processing of rapid stimuli,
as opposed to slow stimuli. Among dyslexic subjects, no increases in activity
were observed in this area following the processing of rapid acoustic stimuli.
Two of the three dyslexic subjects showed behavioral improvement on auditory
comprehension tests and rapid auditory processing, along with an increase in
the level of activation of the prefrontal cortex. In the third subject who under-
went training, no increase in degree of activation was observed in the prefrontal
area, and there was no significant improvement on the behavioral tests.

Kujala et al. (2001) examined the effect of training of nonlinguistic stimuli
on dyslexic subjects in the first grade. The purpose was to examine whether per-
ceptual training, which does not involve the phonological system, influences
reading skills. The training program involved practice of an audiovisual match-
ing game, which contained a series of sounds and rectangles presented on a
computer screen. The sounds differed in volume, duration, and tone. These
characteristics were represented visually by thickness, length, and location of
the rectangles, respectively. The subjects were trained to match the rectangle
series that appeared on the screen to the sound series that they heard; this is
analogous to matching a grapheme to its corresponding phoneme, only in a
nonlinguistic fashion. Aside from the audiovisual game results, participants’
reading skills were evaluated by a word reading test, and their ability to discrimi-
nate presentation order of sound pairs was measured electrophysiologically by a
mismatch negativity component (MMN). The training continued for 7 weeks,
with a total of 14 sessions, lasting 10 minutes each.
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Following training, differences between the groups were observed in all ex-
aminations conducted. On the word reading test, only the trained group signifi-
cantly improved on measures of accuracy and reading speed. In the audiovisual
game test, the training group improved on accuracy and reaction time meas-
ures. The effects of training were also seen in the electrophysiological measure-
ments. Although the MMN results did not indicate differences between groups
prior to training, the measurement signal changed morphologically in the train-
ing group posttraining. The amplitude of the signal significantly increased after
training, relative to the control group. In addition, the researchers found a cor-
relation between the MMN amplitude change and the change on the reading
tests, which exposed a connection between cortical discrimination of
nonlinguistic sound elements and reading skills.

All of the aforementioned studies have claimed to support the idea that diffi-
culties in dyslexia are based, at least partially, on a general dysfunction in sen-
sory discrimination, rather than on a specific phonological processing deficit.
Nonlinguistic training apparently led to plasticity changes in the neural base of
sound discrimination, and thus to improvement of reading skills. According to
these researchers, the higher amplitude observed after training indicates the
formation of more accurate acoustic representations in the cortex.

CAN WORD READING FLUENCY BE IMPROVED
THROUGH TRAINING?

As already discussed, there is primary evidence indicating that training affects
the quality of cerebral activity. However, most training studies have focused on
phonology. Research results demonstrate that direct intensive training in pho-
nemic awareness improves decoding and word identification in poor readers,
but yields only minimal gains in reading fluency (Lyon & Moats, 1997; for a re-
view see Meyer & Felton, 1999). A central question thus arises: Can reading
fluency be improved through training as well?

Reading Acceleration Training

As reading rate is a basic component of reading fluency, it was hypothesized that
it can benefit from training by acceleration manipulation under time con-
straints (Breznitz & Itzhak, in preparation). The study described next examined
if developmental dyslexics’ word reading improves following acceleration train-
ing, and if this improvement is expressed in changes in brain activity. These
questions were examined using behavioral and electrophysiological (EEG)
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measures. As indicated in chapter 2, the acceleration phenomenon has only
been tested in a single session, after which subsequent self-paced reading of all
participants returned to premanipulation levels (for reviews see Breznitz,
2001a, 2002). Solid evidence suggests that accelerated reading may prompt the
dyslexic brain to process graphemic information more effectively (Breznitz,
2003b). Consequently, we set out to document a complete training experiment
on accelerated reading rates of dyslexic readers in order to measure the effect on
reading effectiveness.

DESCRIPTION OF THE STUDY

Subjects

Fifteen dyslexic university students participated in this study, ranging from 21
to 25 years of age (mean age 23 years, 5 months; SD = .10). All were native He-
brew speakers from a middle-class background, were right-handed, and dis-
played normal or corrected-to-normal vision in both eyes. None of the
participants had a history of neurological or emotional disorders and all were
paid volunteers. The subjects were recruited through the University Student
Support Service, which aids students with learning disabilities. They had all
been diagnosed with dyslexia in childhood and were classified as impaired read-
ers by the Student Support Service, according to recently proposed criteria, de-
fined by a score of 1.5 or more standard deviations below the mean on the Word
Decoding Test (Ministry of Education, 2000; see Table 13.1). To control for
gender differences in elements of evoked response potentials (ERP) (Hoffman
& Polich, 1999; Lambe, 1999), only male participants with IQs within the nor-
mal range were selected as participants.

Several considerations underlie the decision to use adult dyslexic individuals
enrolled for university studies as the target population for this project. First, the
reading deficits of university-attending dyslexics are presumably not due to in-
sufficient reading experience, lack of exposure to print, or a developmental lag.
Second, even though there are fewer studies on adult dyslexics, it is clear that
individuals diagnosed as dyslexics in childhood remain affected by this condi-
tion for their entire lives (Leiken & Breznitz, forthcoming). One can assume
that the deficits of adult dyslexics, similar to developmental dyslexics, are unaf-
fected by years of exposure to print. Finally, the deficits of these individuals,
both on behavioral and ERP measures, tend to follow a consistent pattern, more
so than similar measures in children (Leiken & Breznitz, 1999).
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Experimental Measures

Behavioral Measures. The behavioral battery included measures of gen-
eral ability and reading ability. General ability, or IQ, was tested using the Ra-
ven Standard Progressive Matrices (Raven, 1960). Measures of reading ability
included the following:

1. Decoding skills: 1-minute tests for words, pseudowords, and connected
texts (Shatil, 1997) measured accuracy and reading time.

2. Reading comprehension, accuracy, and speed in context (Center for
Psychometric Tests, 1994).

3. Word recognition skills: tests of phonological, orthographic, and mor-
phological processing (Ben-Dror & Shani, 1997; Breznitz, 1996).

4. Spelling skills: the word list and connected-text spelling tests.
5. Memory: short-term memory tasks (Digit Span WAIS–III) and working

memory tasks (Ben-Dror & Shani, 1997).
6. Speed of processing: linguistic and nonlinguistic speed of processing

tasks, including the processing speed index (Digit-Symbol Coding and

READING FLUENCY, TRAINING, AND DYSLEXIA 227

TABLE 13.1
Behavioral Baseline Measures

Dyslexic (n = 15)

Tests M SD

Raven Matrices (raw scores) 51.65 3.81
Decoding, Z scores (words, pseudowords, and connected text) −1.52 1.66
Reading time—connected text (in seconds) 101.1 30.01
Comprehension connected text (out of 6) 5.01 1.71
Phonological accuracy (out of 40) 24.2 15.87
Phonological time (in seconds) 146.2 7.36
Orthographic processing: Parsing test—accuracy (out of 50) 36.77 4.07
Orthographic processing: Parsing test—time (in seconds) 276.84 23.16
Working memory completion (out of 10) 4.33 .75
Working memory opposites (out of 10) 4.95 .91
Total word production fluency 33.65 6.43
RAN letters time 31.12 7.67
RAN objects time 47.01 14.19
% WAIS Digit Symbols (percent accuracy) 78% 8.65
WAIS–III Symbol Search (speed) 46.76 9.66
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Symbol Search subtests of WAIS–III), the Word Fluency Test (Breznitz,
1996, designed on the basis of Lezak, 1993), RAN naming test for letters
and objects (adapted from Wolf & Obregon, 1997).

7. The reading acceleration test “Acceleration Manipulation” was per-
formed during ERP data collection, before and after training.

The Reading Acceleration Paradigm. The stimuli used in the reading ac-
celeration paradigm were sentences (i.e., connected texts) composed of words
that were selected by length and frequency in Hebrew (Balgor, 1980). Each test
item consisted of 7–12 words, with each word 2–6 letters long. Each item was
presented only once within a single set of sessions, and no more than twice
throughout the training program. The mean letter height on screen was 5 mm.
The words were black on a gray background, presenting 60% contrast, and the
viewing distance was 60 cm. Any one test item was no longer than two lines of
text with 18 mm vertical spacing between lines. A sentence bank contained
sentences that were constructed according to the previous rules and subjec-
tively rated by regular readers (N = 66, Haifa University students, native He-
brew speakers) for ease of comprehension in silent reading. Only those sen-
tences that rated as easy-moderate (1,500 items) were included as stimuli.

Training and Testing

Training Regime

Each individual had 8 hours of training in four 20-minute sessions weekly
over a 6-week period. In order to preserve consistency in all sessions, subjects
read the items orally. Each session consisted of 50 items. Participants were
prompted to answer a two-choice question (2AFC) for each item to ascertain
comprehension (e.g., “What color word appeared in the item?” or “Did the
farmer support the candidate following the debate?”). The items appeared one
at a time on a computer screen, and participants were instructed to begin read-
ing each item immediately upon its appearance on screen. After reading an
item, the subject pressed the spacebar, the text consequently disappeared, and
was followed by a comprehension question that appeared on the computer
screen with four multiple-choice answers. The subjects were requested to
choose the correct answer by pressing the corresponding computer key.
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The Reading Acceleration Paradigm

Two forms of reading acceleration test were used, one before and one after
training (Breznitz & Leiken, 2000a). In each form, three versions of the reading
tasks were presented to each subject, both before and after the training sessions.

Self-Paced, Full-Screen Presentation (Without Electrophysiological Meas-
ures. In the first self-paced condition, one set of the reading forms was admin-
istered in order to obtain a measure of normal, self-paced reading rate. In this
condition, each item appeared in its entirety on the computer screen. Reading
times and comprehension for each of the 17 items were recorded for each par-
ticipant.

Self-Paced, Window Presentation (with Electrophysiological Measures).
In the second self-paced condition, another parallel set of 17 items was pre-
sented. In this condition, sentences appeared word by word, and were then fol-
lowed by full-screen multiple-choice questions. This manner of presentation
was adopted in order to reduce eye movements by focusing the participant’s
gaze on the center of the computer screen. Word presentation rate was calcu-
lated for each participant, as follows. The reading time for each sentence in the
first self-paced condition was divided by the number of words in that item, yield-
ing a per-word average reading time. Next, a combined average was calculated
for the 17 per-word averages. This served as the presentation rate for the words
in each sentence in the window paradigm. As these rates were calculated for
each individual reader, subsequent presentation rates differed across partici-
pants. To eliminate ERP overlap between words, the SOA (presentation time
for each word in a sentence and the ISI between words) was 1,200 ms. ISIs var-
ied according to the presentation rate of each word in each sentence for each
participant.

Fast-Paced, Window Presentation (with Electrophysiological Measures).
In this condition, a third parallel set of 17 items was presented. The words in
each sentence appeared word by word in the center of the screen. However,
words were presented at the fastest average per-word rate exhibited in the first
self-paced condition. That is, of the 17 original per-word averages, the fastest
average was selected. As in the self-paced condition, the SOA was 1,200 ms and
ISIs varied according to the presentation rate of each word in a sentence for
each participant.
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Instrumentation. All stimuli were presented on an IBM-PC terminal. Vi-
sual stimuli were presented in white over a gray background on a computer dis-
play situated 1.5 m in front of the participant.

Training Procedure and Equipment and Software
for Electrophysiological Measures

Each training session began with a test of self-paced sentence reading rate for
each individual. Next, a block of 50 items was presented, with the letters in each
item disappearing one by one, starting at the beginning of the target sentence,
and based on the subject’s best per-letter average reading time, as calculated in
the self-paced condition. The per-letter “disappearance rate” was increased in
steps of 4% (Breznitz, 1996, 1997a, 1997b). A staircase-like procedure was
used. The “disappearance rate” increased only if the subject’s answers to the
probe questions were correct on six consecutive sentences. At any given time
during the session, subjects could decelerate the presentation rates of items on
the screen.

The study was carried out in five stages:

1. Subject selection: Selection of subjects according to established criteria
for dyslexia. Administration of the behavioral battery to determine indi-
viduals’ level of reading-related skills.

2. Pretraining measurements: Behavioral and ERP measures were ob-
tained during sentence reading at self- and fast-paced reading rates. Data
were collected prior to training, in order to inspect acceleration effects.
ERP data analysis was performed in stage 3.

3. Training sessions: There were 50 easy-to-moderate sentences presented
per training session. Training lasted 6 weeks for the 15 subjects.

4. Post-training measurements: These included (a) reading sentences at
self-paced and accelerated rates, while measuring reading time, compre-
hension, accuracy, and ERP data; and (b) collecting data from behavioral
1-minute tests for words and pseudowords, as well as data from oral and
silent reading in context.

5. Analysis of ERP and behavioral data.

Equipment. Electrophysiological activity was recorded using a 19-channel
EEG (Bio-Logic) system. PC terminals were used for acceleration training and
testing, as well as for stimuli presentation during ERP studies. A PC-
implemented Visual Basic software package, modified from the Breznitz accel-
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eration paradigm (Leiken & Breznitz, 2001), was set up for training purposes.
Two main ERP components were identified: P200 and P300.

Results

Baseline Measures. Results showed that dyslexic readers achieved lower
scores on most baseline tests (see Table 13.1) in comparison with normative
scores (Breznitz & Berman, 2003; Breznitz & Misra, 2003).

Behavioral Training Measures. Results of t-test analyses between per-
word reading time, decoding errors, comprehension time in connected text,
and 1-minute tests for words and pseudowords, prior and posttraining, yielded
significant differences. Generally speaking, reading and comprehension times
were shorter, decoding errors decreased in number, and there were more cor-
rect words and pseudowords in posttraining measures. No significant differ-
ences were found between pre- and posttraining comprehension questions (see
Table 13.2).

Figure 13.1 indicates that, on average, subjects systematically improved their
reading times up to day 23 of training. From day 23 to day 30, no improvements
were noted. Moreover, there were considerable decreases in per-word reading
time from day 1 to day 13 for all subjects, within 30 ms. From day 13 to day 30, an
average improvement of only 10 ms was observed, and only among 11 subjects.

Electrophysiological Measures. To examine whether reading acceleration
training led to changes in brain activity patterns of the subjects, within subject
comparisons of latency and amplitude of ERP components were performed.
Sentences were read at self-paced reading rates both before and after training.
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TABLE 13.2
The Effects of Training on Reading:

Oral Reading of Words–Pseudowords and Connected Text

Pretraining Posttraining

M SD M SD T

Per-word reading time of connected text (ms) 0.58 0.13 0.51 0.0 3.11**
Decoding errors in connected text 6.18 4.64 4.36 5.29 3.05**
Comprehension time 372.96 162.95 161.28 71.94 3.97**
Number of correct answers 3.01 1.02 3.06 1.28 ns
Correct words per minute 78.18 13.79 84.15 13.46 3.66**
Correct pseudowords per minute 33.18 18.43 42.63 13.42 3.71**

Note. **p < .001.
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Reading time and reading comprehension were measured for each sentence.
The data indicated two ERP components on EEG brain waves P200 and P300.
No significant differences were found in any pre- or posttraining amplitude, on
P200 or P300. However, significant differences between pre- and posttraining
conditions were found in the latencies of P200 and P300. The two components
were elicited significantly earlier in posttraining testing. A main effect of ses-
sions was obtained for P200, F(2, 13) = 5.11, p < .02, and for P300, F(2, 13) =
7.42, p < .001.

The most prominent ERP component, in all sessions, was observed on the
CZ electrode; reported means and standard deviations refer to latencies taken
from this electrode. The latency of P200 in the pretraining condition was X =
309.21 (SD = 97.11) and for the posttraining condition X = 257.86 (SD =
112.06). The latency of P300 in the pretraining condition was X = 521.24 (SD
= 87.58) and for the posttraining condition X = 388.25 (SD = 96.19).

CONCLUSIONS

The study described examined the effects of reading training on dyslexic uni-
versity students. The behavioral measures employed indicated that these read-
ers read accurately but display slow reading in and out of context, as well as slow
reading of pseudowords. We attempted to train these subjects in order to in-
crease reading rate, by means of the acceleration phenomenon. To prevent in-
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FIG. 13.1. Mean learning curves during accelerated reading training: Oral
reading (mean per word reading time, ms).
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formation-processing overload, training was based on reading easy-to-
moderate sentences. The subjects read the passages orally at each training ses-
sion in order to practice their phonological pattern building skills as well. The
training program was based on each subject’s personal self-paced reading rate,
which constituted the starting point for training. Each subject underwent 30
training sessions, 30 minutes each, reading 50 sentences within each session.

The results showed that all subjects improved their reading rates by 30 ms
per word, at least until day 13. From day 13 of training onward, and until day 23,
this improvement continued for 11 subjects, at an average of 10 m per word.
From day 23 to day 30, no training effect was observed for any of the subjects
(see Fig. 13.1). Reading rates were differential at the start (each subject had a
different starting rate), and training effects varied. However, all 15 subjects
clearly accelerated their personal reading rates. It is likely that the 4 subjects
who did not continue to improve their reading rates after day 13 had reached an
asymptote in their reading. The same may be true for the remaining subjects af-
ter day 23. Reading acceleration training has been successfully transferred, as
displayed in improved decoding quality and decreased reading times for mate-
rial not included in the training program. The data also point to improvements
in speed of information processing, as manifested in earlier latencies of ERP
components posttraining.

Most evidence available to date offers support for the hypothesis that phono-
logical deficits are the main cause for word reading impairment in dyslexics (i.e.,
Torgesen, 2000). Dyslexics’ self-paced reading is slow, sequential, nonauto-
matic, and involves acoustic-phonological processing. As previously argued
(Breznitz, 1997b), acceleration has an enhancing effect on word reading in dys-
lexic readers. This may be because, under time constraints, the brain is barred,
at least partly, from processing information via the impaired phonological sys-
tem. Instead, it is compelled to divert words via direct retrieval from the mental
lexicon, which is based on holistic, orthographic word patterns. As a result of
numerous years of poor reading habits, this process cannot be self-activated by
the dyslexic brain. Rather, this bypass can be utilized only when forced under di-
rect manipulation. Acceleration training teaches the dyslexic brain to use an al-
ternative and more effective processing route. Bypassing the impaired phono-
logical route may lead to effective and fluent word reading in dyslexic readers.

Further support for the positive effects of the acceleration phenomenon on
the brain activity of dyslexic readers can be seen in our recent fMRI study
(Karni et al., 2001). Differences in brain activity between dyslexic and regular
readers were observed when the two groups read items at their self-paced read-
ing rates. At self-paced rates, regular readers showed increased activity, and
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dyslexic readers decreased activity, in Wernicke’s area (see also E. S. Shaywitz
et al., 1998), whereas the activation in Broca’s area was decreased in regular
readers but stayed constant in dyslexics. However, in the fast-paced reading
condition, the two groups did not differ in the extent of activation in Broca’s
area. Moreover, during fast-paced reading, activation in Wernicke’s area in-
creased among dyslexic readers. It was therefore suggested that brain activation
patterns of adult dyslexics become more similar to those of regular readers dur-
ing accelerated reading.

The results of this study may provide a basis for a new approach to re-
mediation of developmental dyslexia. Our study suggests new methodology for
reading training, which could be subsequently applied to improving reading in
readers of all ages, with or without reading impairments. It may also provide an
empirical base for comparing different training regimes and the effectiveness of
various training materials (e.g., methods targeting single words, connected text,
or nonwords). Furthermore, continued research in this field may provide new
insights into the pathophysiology of dyslexia—the neural substrates of reading
skills among adult dyslexic individuals. In so doing, it may lead to a better un-
derstanding of dyslexia, and hence to better remediation.
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Reading is a cognitive skill that starts exclusively with the decoding of printed
materials. A successful word decoding process frees cognitive resources for
reading comprehension. For years, researchers have focused on inaccuracy in
word decoding as the basis of dyslexia. In recent years, the idea of a lack of flu-
ency as an additional and separate component of dyslexia has opened new direc-
tions for the understanding of this phenomenon. The aim of this book has been
to determine the underlying factors of fluency, and the specific causes of
dysfluency in word decoding during reading.

What makes fluency such an important factor in word decoding? Given the
time constraints imposed on the reading processes by the information processing
system, fluency in word decoding is a crucial requirement for the enhancement of
reading. Moreover, the high demand for rapid and accurate decoding in our tech-
nology- and knowledge-based societies gives an extra impetus to the necessity of
focusing on the factors that influence fluency in word reading. Clearly, fluency is a
time-based term. But how do we define fluent word reading? It is obvious that
given the aforementioned constraints, successful word reading requires fast de-
coding of written material. Based on the arguments presented in this book, I sug-
gest that we can simplify our definition of fluency by defining it as the rate of word
decoding. In our experiments we refer to this as reading rate.

Why reading rate? Reading rate already incorporates a wide range of time-
based features that are crucial to the reading process. As compared to other
word decoding measures, the aspect of time appears only in word reading rate.
Unlike other word reading skills, reading rate operates on a time scale with a
wide range. This makes it superior to other reading measures such as compre-
hension and decoding rate, as it is more precise and more objective. Thus far, it
has been viewed as a dependent variable, which is affected by the quality of

14
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word recognition skills and by decoding accuracy and comprehension. Conse-
quently, reading rate can be seen as a diagnostic measure as well. However,
since reading rate itself impacts the quality of reading, it should also be viewed
as an independent variable. Our central focus should therefore shift to the way
in which reading rate affects accuracy and comprehension.

Having defined word decoding fluency as word decoding rate, we can now
inquire into its causes. What are the determinants of word decoding rate?

As we proposed in this book, word decoding rate is determined by two crucial
factors:

1. The characteristics of the information processing system.
2. Speed of processing of the modalities and the systems involved in reading.

What are the implications of this? First, to overcome the time constraints im-
posed by the information processing mechanism, the activation in the systems
that are involved in word reading needs to be fast enough—in other words, at a
sufficiently high SOP. Second, as word reading requires an exact grapheme/
phoneme correspondence, the information arriving from the different systems
regarding printed symbols must be synchronized in time for appropriate integration.

Regarding within-systems SOP, we have shown that in a regular, fluent, and
accurate word decoding process, the SOP in each modality and system is rela-
tively fast. However, in impaired word decoding, the SOP in each modality and
system is slower. Furthermore, among regular readers in most tasks and activa-
tion stages (perception, working memory, and output) the auditory modality is
slower than the visual. Among dyslexics an opposite pattern was found. Regard-
ing between-systems SOP, we have shown that regular readers typically have a
relatively narrow between-modalities time gap, which does not affect their word
decoding effectiveness. In contrast, this time gap is much wider among dyslexic
readers, and is highly related to the word decoding rate.

At which processing stage does SOP contribute most to the effectiveness of
word decoding rate? Our results suggest a fundamentally different pattern of SOP
contribution for dyslexic and regular readers in the processing of linguistic tasks.
Regression analyses incorporating all of our research parameters (see Breznitz,
2000; Breznitz & Misra, 2003) indicated that it is SOP at the perception stage of
phonemes (P200 latency) which explains most of the variance in fluent word de-
coding among regular readers. As word reading is automatic among regular read-
ers, the perception stage in the speech based system suffices for successful word
decoding. In other words, in a regular course of fluent word decoding it is enough
for the visual symbol to be matched with its phoneme at the initial stage of stimuli
discrimination (possibly the pre-lexical stage). This is not the case for dyslexic
readers. The latter were found to be significantly slower than regular readers at
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each stage of activation in the word decoding process in each modality and sys-
tem. However, regardless of the slow information processing in the perceptual,
working memory, and output stages (possibly the lexical stage), it was the SOP in
working memory (P300 latency) during visual processing of words that was the
first explanatory factor for the dyslexics’ lack of word reading fluency.

Furthermore, we claimed that dyslexic readers are less able to identify word
patterns, as these are not appropriately stored in their mental lexicon. Thus,
dyslexics will tend to rely on various sources of information in their brains, in
an attempt to compose or piece together the accurate and complete pattern of
the word to be decoded. We argue that this, in turn, further slows down their
already slow SOP. Second, we propose that since different dyslexic individu-
als will tend to rely on different information sources in order to retrieve and
piece together the correct word patterns, dyslexics can be expected to be not
just generally slower, but also to be less unified in the way in which they pro-
cess information. Some dyslexics will be faster in processing in the auditory-
phonology systems, others will be faster in the visual-orthography systems.
Consequently, the general slowness in reading of dyslexics is a result of their
differential domain-specific slowness. In other words, there will be various sub-
types of dyslexic readers.

It is clear from our data that dyslexics are suffering from slow processing SOP
in the reading related brain systems. This overall slowness can explain reading
comprehension deficits but not necessarily word decoding accuracy. Our data
showed that it is the SOP time gap between the visual and auditory modalities
and between the orthographic and phonological systems which explained the
word decoding problems of dyslexic readers. Specifically the time gap between
P300 latencies of the grapheme less phoneme in young dyslexics and the P300
latencies of the pseudowords less words in adult dyslexics explained most of the
word decoding variances of these groups. This is what we referred to as the
“Asynchrony Phenomenon”—the imperfect timing of information flowing be-
tween a number of different brain sources. As we have spelled out, fluent word
decoding is based on the timely arrival of information from more than one
source. As each source operates at a different speed, it requires time synchroni-
zation. The wider the time gap between the visual and auditory modalities (the
pre-lexical stage), the larger the asynchrony between the orthographic and
phonological systems (the lexical stage), and the poorer the word decoding
(Breznitz, 2000; Breznitz & Misra, 2003).

What can facilitate appropriate brain synchronization in the word decoding
process? We argue that for this synchronization to occur, a specific integration
function is needed. A regulator is required that will effectively moderate the in-
coming information from its different sources according to the task demands.
This idea is in some ways related to Llinas’s (1993) notion of a clock and Nichol-
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son’s (2000) suggestion of a pacer in the cerebellum, or to Wolf and Bower’s
(1999) precise timing mechanism.

Our idea is that like any good regulator, the reading regulator has to have a
number of specific characteristics. First, it has to have the ability to absorb
changes in the environment (flexibility). Second, it has to be sensitive to the task
demands and the needs of the reader. Ideally this regulator should have a wide
range. Here we would like to suggest that the regulator for word reading could
be compared to the conductor of a symphonic orchestra. The musical instru-
ments are the visual and the auditory modalities and the phonological and the
orthographic systems that are activated in word reading. Just like each instru-
ment has its own sound, so each of these entities has its own location in the
brain and its own manner and speed of processing. In order to achieve harmony,
an orchestra conductor synchronizes the overall sound of his many players by
flexibly using a musical score. In the same vein, in order to achieve grapheme–
phoneme integration for effective word reading, the regulator’s task is to syn-
chronize the information that arrives from the different entities.

In the case of word reading, this synchronization is all the more important be-
cause each entity processes information at a different speed. We propose that the
regulator in word reading operates sequentially, first at the lower level of visual-
auditory modalities and then at the higher level of phonological-auditory systems.
After the information from the printed material enters the “gate” (Perfetti &
Bolger, 2004) of the information processing, the regulator must precisely match
the relevant incoming information from the visual modality with the auditory-
acoustic sounds associated with the visual symbols. To do so, the regulator must
absorb the signals arriving from these two modalities at different speeds, and, like
an orchestra conductor, it must flexibly handle these signals and temporize be-
tween them. Once this is achieved, the information in the regulator enters a
higher level of processing, which is entirely interior to the reader’s brain. At this
stage, the phonological, orthographic, and semantic systems operate in parallel
(PDP model). Each of these higher level systems also operates at its own speed, so
speed regulation between the three is again required.

In the case of regular readers, the time gap between the two modalities and
subsequently between the three systems is limited (see chaps. 9, 10, 11, 12). As a
result, the regulator can handle its synchronization tasks at both levels relatively
easily. Such successful synchronization processes will lead to a flexible reading
rate, which will enhance the fluency of word decoding. Reading rate is measured
objectively on a time scale with a wide range of values. It is determined by the dif-
ferent speeds of processing of the entities at the two processing levels and by the
synchronization between these speeds. In the case of regular readers, reading rate
can flexibly adjust to changes in the written materials (flexibility) and to the
reader’s moods and skills (sensitivity). This is why reading rate can also be
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changed through training (see chap. 13). Whether these changes are cognitive,
biological, or both is still an open question. Similarly, it remains to be studied
whether training the reading rate leads to changes of speed activation in the
thalamus, the cerebellum, or the frontal lobe areas of the brain.

In the case of dyslexic readers, the processing time gap between the lower level
modalities and between the higher level systems is wider (see chap. 12). These
wider time gaps increase the disruption in the synchronization of the information
arriving from the different entities. As a result of this poor synchronization, im-
paired linguistic patterns are processed, which leads to a slow reading rate and
dysfluent and inaccurate word decoding processes. This provokes a number of hy-
potheses regarding the functioning of the regulator in dyslexic readers’ brains. On
the one hand, it could be that dyslexics have a stiff and inflexible regulator that
cannot accommodate to anomalies in processing speed. On the other hand, it
might be that the limited capacity and rapid decay imposed by the information
processing system on any cognitive task combine with the speed anomalies spe-
cific to dyslexics to make it impossible for their regulator to function above a cer-
tain level of time gaps. Future research will need to clarify these issues.

We cannot avoid the fact that inaccuracy in word decoding has for years been
the indicator of dyslexia. Inaccuracy refers to the number of decoding errors made
when orally reading any reading materials. The reading materials can be at any
level of linguistic complexity, i.e., letters, syllables, single words, or connected
text. The number of errors made by the reader comprises a diagnostic measure for
dyslexia. At the level of causality, it is commonly agreed that the lack of accuracy
in word decoding stems from deficits in word recognition skills. There is wide
agreement that appropriate activation in the orthographic, phonological, seman-
tic and syntactic systems is crucial for effective word decoding to occur. A long
line of research has pointed to phonological processing deficits as the primary
source of dyslexic readers’ difficulties in word decoding. Other studies have found
that fundamental orthographic deficits have accumulated among disabled read-
ers. However, currently accumulative data suggests that adult dyslexics, after
years of training, can decode words more accurately and successfully complete
various levels of phonological and orthographic tasks. And yet, their reading rate
and their performance time on the phonological and orthographic tasks remain
significantly slower when compared to average readers.

This raised a central question in our investigation of the factors underlying
dyslexia. Why is it that after years of remedial reading training, dyslexics can in
part overcome their accuracy deficits, but not their slow word decoding rate, nor
their slow performance in word recognition tasks? Where does this slowness come
from? In an attempt to answer these questions we have argued that among dys-
lexics the deficits in the word recognition systems are only a part of the explana-
tion of word decoding inaccuracy. Importantly, as the phonological and ortho-

CONCLUSION: THE KEY ROLE OF SOP 239

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



graphic processing of written symbols relies on information from the visual and
the auditory modalities, it is not just the manner, but also the speed at which
each modality processes information that affects word recognition skills. Our
theory suggests that speed of processing (SOP) is a fundamental prerequisite for
effective activation in the phonological and orthographic systems, which them-
selves affect word decoding accuracy.

In sum, we suggest that slow SOP is the general underlying cause of dyslexia,
in that it affects not just word decoding rate (which can also be named fluency),
but also phonology, orthography, and higher linguistic skills. The present SOP
theory of dyslexia also provides the basis for a new approach to remediation of
developmental dyslexia across all ages and levels of reading. Further research
on this factor is likely to yield wide-ranging new insights into the patho-
physiology of dyslexia. Thus, a better scientific understanding and concomitant
remediation of reading rate may hold the key to our future fine-tuning of the
manifold processes that build up the reading process.

CONCLUSION

Reading depends on so many different things that have to happen just right. It is
undoubtedly one of the major challenges to our brains. Fortunately, in most in-
stances, it can be effectively mastered with several years of practice, and proper
maturation of the complex brain mechanisms that provide the basis for auto-
matic recognition of word patterns. It is only when things go wrong that the
enormous complexity of the task reveals itself. This book has argued that a ma-
jor feature of this complexity is the effective temporal coordination of all the
components that participate in the process of translating artificial printed sym-
bols into properly understood meaning. For it is not only that many different
things have to happen just right. They also have to happen fast enough, and at
precisely the right time. In the absence of proper speed and synchronization,
reading continues to be the highly effortful decoding of graphemes, and the mir-
acle of automatic word recognition is never achieved. We have made the case
for the centrality of SOP in the understanding of dyslexia. It is conceivable that
SOP in its most basic form is a personal characteristic with significant genetic
elements. At the same time, we have showed that it is at least partially amenable
to systematic training. Increasing the SOP of dyslexic readers was shown to en-
hance both decoding and comprehension. This provides a ray of hope for effec-
tive intervention and treatment.
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evidence of, in dyslexia, 136–140
Auditory masking, 33
Auditory modality, structure of, 128–132,

149
Auditory-phonological deficits in dyslexia,

higher level, 147–149
Auditory processing, 149

nonverbal, 136–139
Auditory simple motor reaction time,

162–165, 167–169
Auditory temporal deficit hypothesis,

133–134, 137–139
beyond the, 140–144
explaining the, 134–136

Automatic decoding, see also Decoding skills;
Word decoding

importance of, 43–45

Subject Index

303

D
ow

nl
oa

de
d 

by
 [

A
le

xa
nd

er
 D

em
id

ov
] 

at
 0

1:
21

 3
1 

M
ar

ch
 2

01
5 



Automatic processing, 39, see also
Automaticity

Automaticity, 48–49
characteristics of, 37–38, 48–49
as continuum vs. dichotomous activity, 39
dyslexia and, 45–47

cerebral involvement, 47–48
fluency and, 48–49
model of, 2
reading and, 42–43
theories of

limited capacity, 38–40
modularity, 40–42

Automatization, xii
defined, 36–37

B

Belt region of auditory cortex, 130
Bottleneck theory, 3–4, 14
Brain plasticity, 218

acquired language disorders and, 220–221
in dyslexics, 221–225

hypotheses regarding cortical changes
following training, 221

language and, 220–225
training and, 218–221

C

Cerebellum, 47–48
Cerebral hemispheres and information proc-

essing, 102–103
Cerebral impairment and dyslexia, 47–48
Cognitive expectancies, two-process model

of, 39
Communication relay model, 198–199
Comprehension, see also specific topics

automatic word identification skills and,
38–39

fluency and, 6, 16
reading time, decoding accuracy, and,

17–18, 20–28
word recognition and, 6

Connected text

rate of reading words in, 13–16
reading subskills for, 7

Connectionist model of reading, 200, see also
Parallel-distributed processing (PDP)
model

Controlled processing, 39
Cross-modal integration, see also Asynchrony

hypothesis
and reading ability, 195–200

in dyslexics, 195–198, 202–210
theories regarding, 198–199

Cross-modality tasks behavioral experiments
ERP measures, 206–210
modalities matching tasks, 204

syllables, 204–205
words, 205–206

threshold of simultaneous identification,
201–204

Curriculum-based materials (CBM), 13–14
Curriculum-based measurement (CBM), 3

D

Declarative knowledge, 40
Decoding skills, 14, 17, 152, see also Auto-

matic decoding; Word decoding
reading rate and, 18

Distractibility and acceleration phenomenon,
29–30

Dorsal auditory pathways, 132
Dorsal lateral geniculate nuclei (LGNd),

110–111
Dorsal pathways in cortex, 109–110
Dyslexia, see also specific topics

definition, 36
developmental, xi–xiii

Dyslexic automatization deficit (DAD), 46–47

E

Episodic memory and automaticity, 41
ERP components that characterize reading

activity, 171–172, see also ERP evi-
dence on dyslexic readers
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ERP evidence on dyslexic readers, 172, 183,
187–194

MMN component, 182–183
N100 component, 173–178
N200 component, 178–179
N400 component, 180–182, 190
P100 component, 172–173
P200 component, 178, 188–191, 217
P300 component, 179–180, 188–189, 191,

217
ERPs (event-related potentials), 171–172
Expectancies, cognitive

two-process model of, 39
Eye movements, 119–121

F

Flicker fusion rate, 113
Fluency, xii, see also specific topics

definitions and meanings, 1, 4–8, 17, 235
description of, xvi
determinants of, xvi, 239
developmental perspective on, 7–8
linguistic perspective on, 5–7
nature of, 14
as outcome of quality of oral reading skills,

4–5
theoretical systems analysis approach to, 8
use of, in the literature, 2–4

Frontal lobe head injury patients, 27

G

General ability (G factor), 91, 104
Global trend hypothesis, 93
Grammatical functions of words, identifying,

26

H

Head injury patients, acceleration phenome-
non in, 27

Hemispheres, cerebral
and information processing, 102–103

I

Impulsive-hyperactive children, 23–24
Information processing, see also Processing

modes of, 39
Information-processing theory, 6
Inspection time (IT), 97
Intelligence and speed of processing, 95–97,

104
Interhemispheric transfer time (IHTT), 103
Interhemispheric transient deficit hypothesis,

101, 103
Intersensory integration, see Cross-modal in-

tegration
Interstimulus interval (ISI), 113–116,

137–138, 143, 148, 204–205

K

Knowledge, declarative vs. production rule,
40

L

Latency, reading, xiii, 12
Lateral geniculate nuclei (LGN), 105–108,

110–111
magnocellular and parvocellular layers,

108–109
“Learning mechanism,” physical impairment

in
among dyslexics, 135

Learning processes, 40
Letter reading skills, 7
Lexical decision task, 187, 189–192
Linguistic components of reading, 5–8
Linguistic levels, 5–8

M

Magnocellular (M) system, 108–109
anatomical deficits in, among dyslexics,

123–124
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Masking
auditory, 33
visual, 117–118

Medial geniculate complex (MGv), 129–130
Medial geniculate nucleus (MGN), 129
Memory, see also Semantic memory; Short-

term memory; Working memory
episodic, and automaticity, 41
prosody and, 52
for wording and word order, 30–31
for wording vs. semantic information, 31

Mistiming hypothesis, 100–101
Motor-articulatory feedback mechanism, 149
Motor reaction time, 157–165, 167–169

N

Naming
axes defining the relations between reading

and, 73
discrete vs. sequential, 67–71

Naming speed, 66, see also Rapid automatized
naming

developmental differences in, 70–74
and difficulty creating orthographic pat-

terns, 83–84
and reading ability, 66–67, 83
reading disability and, 83–89
representing general temporal processing,

84–86
Naming speed deficits among dyslexics, 70,

74–75
explanations for, 75–83

deficit model, 70–71
developmental lag model, 70
double deficit hypothesis, 78–79

O

Object naming, 72, see also Naming
Ocular functioning and dyslexia, 119–123
Orthographic-phonological processing,

186–187
Orthographic-phonological transformation,

165–167, 169

Orthographic processing and dyslexia,
124–126

Orthographic surplus, model of, 83–84

P

Parallel-distributed processing (PDP) model,
39–40, 196–197, 200

Parvocellular (P) system, 108–109
“Perceptual center” (P center) hypothesis,

144–145
Perceptual learning, stages of, 42
Peripheral vision, 122–123
Phonological awareness deficit, 149
Phonological impairment, overcoming, 33
Phonological-orthographic translation,

165–166, 169
Phonological output lexicon (POL), 76
Phonological processes, linguistic level,

145–147
Phonological processing, 45, see also Ortho-

graphic-phonological processing
defined, 145
in dyslexics, 33, 45, 75–80, 82–83
fluency as result of effectiveness of, xiii–xv
lower level, 139–140

Phonological visual decision for word pairs,
166–167

Phonological visual decision task for
pseudowords, 167

Phonology tasks, brain areas activated by,
145–147

Plasticity, see Brain plasticity
Prefrontal regions, 131, 224
Processing, higher vs. lower order, 42
Production rule knowledge, 40
Prosodic reading, markers of, 59
Prosodic representation and reading process,

61–64
Prosody, 50, 64–65

acquisition of, 52–54
conceptions of, 51
as consisting of auditory temporal patterns,

61–62
defined, 50
nature of, 49–51
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in reading, 58–61, 64–65
and structure in speech comprehension

process, 55–58
Pseudowords, 167, 187, see also Word and

pseudoword processing
Punctuation and prosody, 61

R

Rapid alternating stimulus (RAS) test, 67–68
Rapid automatized naming (RAN), 66
Rapid automatized naming (RAN) processes,

89
speed of processing hypothesis for, 86–89

Rapid automatized naming (RAN) slowness
in dyslexic readers, source of, 87–89

Rapid automatized naming (RAN) tasks,
67–68, 71–72, 79, 81

Rapid processing hypothesis, 224
“Rauding theory,” 16
Reaction time (RT), 11, 87, see also Motor re-

action time; Visual reaction time
in dyslexics, 167–169

Reading acceleration training, see Accelera-
tion training

Reading duration, xiii
Reading performance vs. reading ability,

21–22
Reading rate, xiii, 9–17, 34–35, 235–236, see

also Acceleration phenomenon;
Automaticity, characteristics

as dependent variable, 9–17
as independent factor, 17–19, 26
and memory for wording and word order,

30–31
self- vs. fast-paced, 30–33
and short-term memory, 30–32
and temporal features of reading, 33–34

Reading rate manipulation, basic, 18–19
and reading performance, 20–28

Reading rate theory, Carver’s, 16–17
Reading regulator, 238–239
Reading skill development, criteria for meas-

uring, 43–44
Reading speed, xiii, see also Automaticity,

characteristics; Reading rate
Reading subskills, 7

Reading time, xiii
Response time, 90

S

Scanning difficulty, visual
and naming speed, 82–83

Semantic information
failure to make higher order connections

between word recognition and, 6–7
memory for, 31

Semantic memory retrieval and speed of
processing, 94–95

Sentences processing, 187, 191
Severe language impairment (SLI), and ERPs,

175–177
Shared limited capacity hypothesis, 38–39
Short-term memory (STM), 30–32, 52, 82,

see also Memory; Working memory
Simultaneous activation hypothesis (SAM),

76
Site-specific integration model, 198
Skill training, see Acceleration training; Brain

plasticity, training and
Speech, see also Auditory deficits; Auditory

modality; Prosody
vs. reading, information processing and

prosody in, 58–60
Speech perception, 147, see also Auditory-

phonological deficits
Speed of processing (SOP), xv, 8, 44, 90–91,

150, 170, see also Automaticity, char-
acteristics; ERPs; Motor reaction time;
Visual reaction time

age-related changes in, 91–92
defined, 90
as domain-general skill, 92–97
as domain-specific skill, 97–99
dyslexia as caused by slow, 8, 239–240
among dyslexics, 99–104, 167–169,

192–194, 237
intelligence, G factor, and, 95–97
role within orchestration of reading,

236–240
visual system physiology and, 110–112
what influences, 91
within- vs. between-systems, 236
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Stimulus onset asynchrony (SOA), 116–117,
121

Stress patterns of words and word identifica-
tion, 57

Stroop effect, 37–40
Synchronization hypothesis, xvi, 211
Syntactic ambiguity, 54
Syntactic processing, 6, 26–27
Systems analysis approach, theoretical, 8

T

Temporal deficit hypothesis, see Auditory
temporal deficit hypothesis

Transient deficit hypothesis, 101, 103,
119–124

V

Ventral auditory pathways, 132
Ventral pathways in cortex, 109–110
Verbal efficiency theory, 3, 35
Verbal proficiency model, 7
Vergeance control, 123
Vision, peripheral, 122–123
Visual cortex, 106–107
Visual deficits in dyslexia, evidence of,

117–119
discovery and identification of a single

stimulus, 113
judgment of correlation between stimuli,

115
judgment of temporal order of stimuli,

115–117
separation between two stimuli, 113–115

Visual linguistic patterns, lower level,
118–119

Visual masking, 117–118

Visual-orthographic processing and dyslexia,
124–126

Visual persistence, 113
Visual processes, lower level

and dyslexia, 112–119
Visual processing systems, two, 107–110
Visual reaction time, 157–163, see also Reac-

tion time
Visual scanning difficulty and naming speed,

82–83
Visual-spatial attention, 121–122
Visual system, 106, 126

physiology, 105–112
Vocabulary acquisition difficulty, naming

speed and, 80–81
Vocalization, 33–34

W

Wernicke’s aphasia, 220
Word and pseudoword processing, 10–13,

189–192, 231, see also Pseudowords
Word decoding, 5–6, 235, see also Automatic

decoding; Decoding skills
Word decoding rate, 235–238

determinants of, 236
as indicator of dyslexia, 238

Word order in sentences, memory for, 30–31
Word reading fluency, improved through

training, 225–226
Word reading skills, 7
Word recognition, 6–7, 154

factors influencing, 44
speed of, 43
stages of, 2

Wording in sentences, memory for, 30–31
Words, meanings, and ideas

failure to make higher order connections
between, 6–7

Working memory (WM), 32, 154–155
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